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Single state transducer model for Kazakh and Russian morphology

This paper provides a broad overview of issues related to the construction of finite state transducers
with one state for the two-level morphology of inflectional languages, particularly, the direct
transformation of word endings to the grammatical characteristics. This problem has been studied
on the base of the Kazakh and Russian languages, which are usually named the inflectional
languages. The solution of this problem is the trivial Mealy automaton with one state, i.e. a
single state transducer, and a multi-valued mapping method is used as well. We study the problem
of completeness of the finite state transducers input for the analyzed languages. The determination
of transducer input completeness for morphological analysis gives a guarantee that all the words
of the analyzed language will be accepted. The problem of determining the completeness of the
set of possible endings for agglutinative languages is a complex issue. In this article, we define the
completeness of a set of endings in Kazakh language. The proposed technology is implemented
for the Russian-Kazakh machine translation, a translation quality assessment performed by the
method of BLEU.

Key words: machine translation, finite transducer, two-level morphology, inflectional languages,
multi-valued mapping.

Tyxkees Y.A., Paxumona JI.P., 2Kymanos 2K.M., Kapr6aes A.2K.
Oppbic >kK9He Ka3ak Tijgepi MopdoIorusachbIHbIH, O0ip Kyl TypJieHaiprim momeJti

By )xymbIcTa €63 KYPBLIBIMBI KYPAET TIAAEPAIH €Ki JeHreityi MopdOoIorusachiH 3epTTey MaKCa-
TBIH/Ia Oip caHATTArbl AKBIPJIBI ABTOMATTHI KYPYIbl 3€PTTEY, AFHU CO3IEP/IiH KaJIFayIapblH IpaM-
MaTHKAJbIK XapaKTepUCTUKAJIAPFa Tikesell e3repTy KapaJyrad. bys Mocese arrioTHHATUBTI YKoHe
GJIEKTUBTI 2KOJIMEH ©3repeTiH Ka3aK, »KoHe OPBIC TLIIEPiHiH Heri3iHge 3eprTesren. Mejm TpuBuasi-
bl ABTOMATHI MEH KOIIMAFBIHAJIBI OAMIAHBICTBIPYIBI KOJIJAHY OCHI MOCEJIEHIH IIENIIyiHne 9KeIi.
bBiz aragran Tingepaeri MoTiHaEp YIIIH aKBIPIBI aBTOMATTHIH, KipiCIHIH, TOJBIKTHIFBIH aHBIKTAIbIK.
Ocbl HOTIIKE MOPMOJIOTUSIIBIK, AHAJIN3 JKACAJIFaH 0apJIbIK, CO3JEP/IiH KaObUIIAHYbIHA KeIJIeMe
Gepejii. ATTUIIOTMHATHUBTI TL/IjIep VIiH KUBIH MOcejie ayKbIMBIHJIA Ka3aK TLIHIH ce3/epi YIIiH To-
JIBIKTBIK, €PEKIIe/IIKTepl 3epTTe/ireH. ATajiFaH TEXHOJIOIUsI OPBICIIAa-Ka3aKIIa MAITHHAMEH ay1apy bl
VIIiH KacajraH, aygapManbH 1ypolcTeirbl BLEU yrariciMen Tekcepisren.

Tvyitiuai cesnep: eki menreitsai MopdoJIOrus, MaITHHAMEH ayJapy, aKbIPJIbl aBTOMATTAap, (DJIeK-
TUBTIK TiAEp, KOMMOHII OaflIaHBICTHIPY.
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Tykees V.A., Paxumona JI.P., 2Kymanos 2K.M., Kapr6aes A.2K.
Mogenp nmnpeobpa3oBaTesissi C OHUM COCTOSTHHEM Jisi MOpP(oIoruu
Ka3aXCKOT'0 U PYCCKOTO SI3bIKOB

B crarpe npescraBiieHo ncciaegoBaHue IO IMOCTPOSHUIO KOHEYHBIX aBTOMATOB C OJIHAM COCTOSTHUEM
JUIS aHAJIN3a JBYXYPOBHEBOI MOP(GOJIOrUH SI3bIKA CO CJIOXKHBIM CTPOEHUEM CJIOB, & UMEHHO, IIPSIMOe
peobpa3oBaHre WX OKOHYAHUU B T'PAMMAaTHUYECKUE XapaKTEPUCTHKH. DTO MpobjieMa M3ydeHa Ha
OCHOBE Ka3aXCKUX M PYCCKUX SI3BIKOB, KOTOPBIE ABJISIOTCS (DJIEKTUBHBIMU U arT/IIOTHHATUBHBIMU TI0
cBoeit mpupoye. s perreruns 9T0if mpoOIeMbl TPUMEHEHBI TPUBUAJIbHBIN aBToMaT Mesn ¢ ogHIM
COCTOSTHMEM U MHOTO3HAYHOE 0TOOparkenue. Mbl N3y Yu/In MOJHOTY BBO/IA KOHEYHOT'O ABTOMATA JJIsI
aHAJIM3UPYEMBIX A3bIKOB. OIpeiesieHue 3TOH MOJHOTHI JiJisi MOP(MOJOTHIECKOTO aHAIIN3a TapaAHTH-
pYeT IpUHIATHE KOHETHBIM aBTOMATOM BCEX CJIOB AHAJU3UPYEMOTO sI3bIKa. JIJIs arrIroTHHATHBHBIX
SI3BIKOB ITPOOJIEMa OIIpeJIeJIeHHs TIOJTHOThI MHOXKECTBA BO3MOXKHBIX OKOHUYAHUIA SIBJISIETCS CJIOYKHOM
zamadeii. Kazaxckuil s3bIK sIBJISI€TCS ArTVIIOTHHATUBHBIM sI3BIKOM CO CJIOXKHO# Mopdosorneit [ist
MHOT'OYPOBHEBOI'O MAIUHHOTO u3ydenus. Jlaslee B cTarbe MBI OIPEIE/IMM IOJHOTY MHOXKECTBA
OKOHYAHUI Ka3aXCKOTo sA3bIKa. [IpeiiozkeHHas TEXHOJIOTHs PEeAJIM30BaHa JJIg PYCCKO-Ka3aXCKOI'o
MAIITHHHOTO TIEPEBO/IA, OIEHKA KAadeCTBO IepeBoJia BhinojHena Mmetpukoit BLEU.

KurouyeBbie cjioBa: JAByXypOBHEBasi MOP(QOJIOrHUsi, MAIUHHBIN TIepeBOjl, KOHEYHBIE aBTOMATHI,
GbJIeKTUBHBIE S3bIKU, MHOTO3HAYHBIE OTOOPAYKEHUSI.

1 Introduction

An issue of morphological analysis is important in the natural language processing. The
attempt to determine a basic concept of finite state approach in the morphological analysis
refers to the two-level morphology concept proposed Koskenniemi, 1983(1], and implemented
through the use of finite state transducers. In this paper we consider the possibility of using
single state transducer(SST) for two-level morphology of inflected languages. SST - is a trivial
Mealy finite state transducer (FST), particularly, a FST with one state[2]:

y (t) = fy (x (1)), (1)

where z (t) - input of the machine, y (t) - output of the machine, ¢ - current time, f, - the
output function of the machine. The advantage of SST is its high speed. Essentially, SST is
a mapping z (t) to y (t).

Mealy machine model is generally represented by the following equations:

s(t+1) = fi(s(t),z (1)), y(t) = fy(s(t),z (1), (2)

where s (t+ 1) - the state of the machine in the next time, s(¢) - the current state of the
machine, f - state transition function of the automaton.
Moore FST model represented by the following equations:

s(t+1) = f(s @),z (t+1)), y(t)=fy(s(t)). (3)

A distinctive feature of the Moore machine is that the output of the machine is determined
only by its state.

There are many publications on the branch of using two level morphology and FST
technology for different languages [3, 4, 5, 6].

In this paper the use of the SSTs for morphological analysis of the Kazakh and Russian
languages is described.
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2 Description of the method

Let’s consider the steps of machine translation, using SSTs in a scheme of translation. Input
of this scheme is a sentence of source natural language.

1. Mark out of words in a sentence.

2. Finding the characteristic part of speech for words.

3. Split words on the stem and ending.

4. Morphological analysis of words with SSTs: "ending "grammatical characteristics."
5. Translation the stem from the source language into the target language.

6. Transfer the grammatical characteristics of a source language word in grammatical
characteristics of a target language word.

7. Morphological generation the endings of a target language words by the grammatical
characteristics source language words using SSTs.

8. A compound words stems of the target language with the endings.

9. Implementation of structural transfers of the source language sentence to the target
language sentence.

Output of this scheme is a sentence of target natural language.

Below the mapping of SSTs of steps 4 and 7 for the Kazakh and Russian languages is a
more detailed study.

These mappings allow getting the corresponding word ending in the target language for
each word in the source language. Joining the stem and the ending in the target language
produces the required output word. After that, phrases and sentences of target natural
language are produced by joining words into a sequence.

Formally, a multivalued mapping is defined as follows.

Let X, Y be discrete spaces, P (Y') is a set of all subsets of Y. Then a multivalued mapping
F from X onto Y is a correspondence that for each point x € X assigns an empty subset
F(xz) € Y, called the image of point z, i.e. F' : X — P (Y). We shall call this mapping
m-mapping (from X onto V).

Let T'r be a subset of set X xY; then I'r = {(z,y) | v € X,y € F (x)} is called a graph of
m-mapping F'. A graph of m-mapping F' is a tabular representation of m-mapping F', which
is very important and convenient for computer representation of multivalued mappings.

Consider conversion of multivalued mapping into single-valued mapping. For these we add
to set X an additional set of parameters 7"

F:XxT=Y, (4)

Then, the multivalued mapping F can be transformed into a series of single-valued mappings
{fiX =Y}, fi(z) € F(x).
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The machine translation process of source language into target language based on the
assumptions made by a scheme that mentioned before, especially, a multivalued mapping
system for stages of morphological analysis and synthesis will be as follows:

Fsk ZXik—>Y;k, Ftk 2Y;-k—>ij, Fstk :}/;k—>ij, (5)

where

X,x is the space of source natural language L; endings for the k-th part of speech; it is an
input space for multivalued mapping Fx;

Y« is the space of grammatical features for the source language’s k-th part of speech; it
is an output space for multivalued mapping Fg ;

Y. is the space of grammatical features for the target language’s k-th part of speech; it
is an output space for multivalued mapping Fjx;

Z; is the space of target natural language L; endings for the k-th part of speech; it is an
output space for multivalued mapping Fj; ;

F. is a multivalued mapping of space of endings for the source language’s k-th part of
speech into space of grammatical features for the source language’s k-th part of speech;

F. is a multivalued mapping of space of grammatical features for the target language’s
k-th part of speech into space of endings for the target language’s k-th part of speech;

F.x is a mapping of space of grammatical features for the source language’s k-th part of
speech into space of grammatical features for the target language.

3 Completeness of the endings of the Kazakh language

The set of endings of the Kazakh language is necessary for the construction of multi-valued
maps, using the model presented before:

o [, : X, — Y, (for the source language),

o F,:Y, — Z; (for the target language), where X - source language endings,

Y, - grammatical characteristics of words of the source language,

Y; - grammatical characteristics of words of the target language,
e 7/, - the endings of the target language.

In this mapping system to ensure the correctness of transformations any word of language pair
in machine translation requires that a set of endings of a target and (or) a source language
was complete. Completeness of set endings of the source language is very important for the
morphological analysis of the sentences of the source language, as a guarantee that every
word will be analyzed in terms of its grammatical (lexical) properties.

In this paper, we consider the completeness of the endings of the Kazakh language.

Since the completeness of the system of endings of one language in a linguistic pair of
machine translation indirectly determines the overall completeness of the transformed system
on the lexical level from one language to another language, it is an important issue for all
machine translation system.
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Consider a system of Kazakh word endings: nominal endings (nouns, adjectives, numerals)
and verbal endings (verbs, participles, gerunds, mood and voice).
The nominal endings of the Kazakh language have four types:

Plural endings (denoted by K),

Possessive endings (denoted by T'),

Case endings (denoted by C),

Personal endings (denoted by J).

Consider all types of endings placements variants: of one type, of the two types, of the
three types, and of the four types. Number of placements determined by the formula:

n!

Ap = ——r—. 6

" (n— k)] (6)

Then, the number of placements will be determined as follows: Ay = (4i—!1)! =4, Ap =
4f—!2)! =12, A;s = ﬁ =24, Ay = - = 64. All possible placements number is 64.

1—a)!
onsider what placements are semanticaily valid.

The endings placements of one type are semantically valid. The endings placements for
two types are the following: KT, TC, CJ, JK KC, TJ, CT, JT KJ, TK, CK, JC. The analysis
of the semantics of the two types of endings placements shows that bold placements are valid,
and the remaining placements belongs to unacceptable. For example, TK is unacceptable:
after the possessive endings plural endings are not used, CK is unacceptable: after case
endings are not accepted to put the plural, JC is unacceptable: after the personal endings
are not accepted to put the case endings, CT is unacceptable: after case endings are not put
possessive endings, JT - unacceptable: after personal endings are not put possessive endings.
Belongs to the unacceptable the type JK - after personal endings plural ending, as this type
of placements is covered by the plural personal endings.

In general, the types of endings T and J are the endings defining the dependence of
subjects, objects, and actions. In the words with a nominal base the type TJ is possible
for the cases of differences of substances (subjects, objects, actions): ’apa-ng-myn’ ("apa-ng’
it refers (personification) to a other subject then speaker, and the personal ending ~myn’
determines the dependence (personification) to the speaker. In the type TJ double definition
of a dependency to one substance (twice perconification to one substance) is prohibited, for
example: ‘apa-m-myn’ do not say.

It should be noted that the type of endings CJ has limitations on cases ilik (genitive) and
tabys(accusative).

Thus, the number of valid (correct) placements of two types of endings is 6. The endings
plasements of the three types are as follows:

KTC, KTJ, TCJ, TCK,
CJK, CJT, JKT, JKC
KCJ, KCT, TJK, TJC,
CTK, CTJ, JTK, JTC
KJT, KJC, TKC, TKJ,
CKT, CKJ, JCK, JCT.
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Determination of permissible placements of three types of endings do the following rule:
if the placement of the three types have invalid placement of two types, this placement -
unacceptable. Then, the permissible endings placements of three types is 4 (in bold).

The endings placements of the four types are as follows:
KTJC, TKJC, CKTJ, JKTC
KTCJ, TKCJ, CKJT, JKCT
KJTC, TIKC, CTKJ, JTKC
KJCT, TJCK, CTJK, JTCK
KCTJ, TCJK, CJKT, JCKT
KCJT, TCKJ, CJTK, JCTK

Determination of permissible placements endings of the four types follows this rule:
if the placement of the four types has invalid placement of two types, this placement is
unacceptable. Then, the permissible ending’s placements of the four types will be 1 (in bold).
Total permissible ending’s placements of one type are 4, of two types are 6, of three types
are 4, four types is one.

So, the total number of valid types of ending’s placements in the nominal words is 15.
To the type of endings of words with verbal stems are related to: verbs, participles, adverbs,
moons, voices. The system of endings of verbs include the following types: tense (8 tense),
person (3 types), negation. Then, the number of possible types of verb endings is 25. The
system of participle endings include the following types: participle’s base endings (denoted
R), plural endings (denoted K), possessive endings (T), case endings (denoted C), personal
endings (denoted J). Then, possjble variants of endings types (participle’s base endings for
all variants is the same) will be:

- one type endings:

RK, RT, RC, RJ;

- two type endings:

RKT, RTC, RCJ, RJK

RKC, RTJ, RCT, RJT

RKJ, RTK, RCK, RJC;

- three type endings:

RKTC, RTCJ, RCJK, RJKT
RKTJ, RTCK, RCJT, RJKC
RKCJ, RTJK, RCTK, RJTK
RKCT, RTJC, RCTJ, RJTC
RKJT, RTKC, RCKT, RJCK
RKJC, RTKJ, RCKJ, RJCT;

- four type endings:

RKTJC, RTKJC, RCKTJ, RJIKTC
RKTCJ, RTKCJ, RCKJT, RJKCT
RKJTC, RTJKC, RCTKJ, RJTKC
RKJCT, RTJCK, RCTJK, RJTCK
RKCTJ, RTCJK, RCJKT, RJCKT
RKCJT, RTCKJ, RCJTK, RJCTK.
Let’s consider a semantic permissibility of variants of the endings.
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All variants of participleTs endings on one type of the endings are semantically
permissible. The analysis of semantics of placements of two types of the participle’s endings
shows, that the placements allocated by bold font are permissible, and other placements is
carried to unacceptable. Allowable variants of the endings of participles same as in system
of the endings with nominal bases, but from them for participles are inadmissible variant
RTJ as sequence ending of participle - possessive endings for participles in all cases means
personification action with a verbal basis. And personification action cannot second time
doing to personal ending. For example, 'bar-ghan-ym’ (my arrival, my coming) is substance,
but is impossible to tell 'bar-ghan-ym-syng’, as action (’bar-ghan-ym’) not personificable,
namely, action cannot be transferred to subject.

Similarly, endings RTCJ and RKTCJ have no restrictions on two types of the endings,
i.e. possible pairs of the endings inside of these types of the endings are allowable, but they
break the previous rule action cannot be transferred to subject. For example, for RT'CJ: "bar-
ghan-ym-gha-myn’, where 'bar-ghan-ym-gha’ (to my arrival - to my coming) - declination
of action that cannot be presented by the subject. For RKTCJ: ’bar-ghan-dar-yng-nan-byz’,
where bar-ghan-dar-yng-nan’ (from your arrivals - from yours coming) - declination of actions
that cannot be presented by subjects.

Thus, the quantity of types of the endings of participles is 11. Let’s consider types of the
endings of verbal adverbs. They are represented by the endings of transitive future time for
which follows personal endings: PJ, where P - the base ending of a verbal adverb, J - personal
endings. For the given class we shall allocate only the following base endings: - ghany,-geli,
-qaly,-keli. Thus, we count, that quantity of types of the endings of a verbal adverb is 1.

Let’s consider the endings of moods, namely, conditional, imperative, desirable. The
endings of an indicative mood coincide with the endings of verbs in the present, the past and
the future. The type of the endings of declinations is similar adverbs, i.e. the base endings
of moods which personal endings follow. Thus, we consider that there are three types of the
endings of moods: conditional, imperative, desirable.

Types of the endings of voices, namely, reflexive, passive, joint and compulsory, also are
determined under the previous scheme: the base endings of voices for which follow personal
endings. And, types of the endings of voices are 4.

So, the total of types of the endings of words with verbal bases is 48. The total of the
endings of words with nominal bases plus total of types of the endings of words with verbal
bases equal 63.

The following task is on the received types of the endings to determine forms of the endings
and their quantity. It to make simply as for each type of a part of speech are available rules.
In the given direction authors construct final sets of the endings for all basic parts of speech
of the Kazakh language. So, for parts of speech with nominal bases the number of endings
equal 862, and the number of endings of parts of speech with verbal bases makes: verbs are
432, participles are 1588, verbal adverbs are 48, moods are 230, voices are 80. Total, '3240’
is the number of all Kazakh endings.

Table 1 — Comparative evaluation of the machine translation from Russian into Kazakh for three thematic

selections
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Type of text BLEU

T1 30.47
T2 31.90
T3 33.89

4 Practical results

The submitted technology is approved on a set of endings of the Bektayev model for the
Kazakh language with the number of endings equal to 753 [7]. To evaluate the quality of
machine translation technique we used BLEU. A comparative evaluation of the machine
translation from Russian into Kazakh is done for three thematic selections: T'1-text of simple
sentences with from a general domain, T2-text of simple sentences from a political domain,
and T3-text of simple sentences from a technical (Informatics) domain. Low level of estimation
for text T3 is explained by poor of dictionary for informatics area.

5 Resume and the future works

The paper presents the application of trivial Mealy transducers with multivalued mappings
for a stage of morphological analysis of inflectional languages by the example of the
Kazakh and Russian languages. We investigated completeness of trivial Mealy transducers
with multivalued mappings on a random input. This is highly important to guarantee a
covering of the endings of analyzed language. Also it is important for indirect ensuring of
their completeness for a stage of generation in machine translation. Future works include:
investigation of completeness of endings for other inflective languages, for example, the
Russian language; investigation of possibility to create universal tool for inflectional FST
based on endings tables.
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