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PREDICTING HEART DISEASE USING MACHINE LEARNING
ALGORITHMS

Increasing the accuracy of detecting heart disease is widely studied in the field of machine
learning. Such study is intended to prevent large costs in the field of healthcare and is the reason
for the misdiagnosis. As a result, various methods of analyzing disease factors were proposed,
aimed at reducing differences in the practice of doctors and reducing medical costs and errors.
In this study, 6 classification learning algorithms were used, including machine learning methods
such as classification Tree, Close neighborhood method, Naive Bayes, Random forest tree, and
Busting methods. These methods were collected by the University of Cleveland. Using heart.csv
dataset, they were trained to make an effective and accurate prediction of heart disease. In
order to increase the predictive capabilities of algorithms, all methods were trained primarily on
non-standardized data. A study was conducted on how much data standardization affects the
result using the Standard Scaler method. In the paper, this method helped algorithms such as
KNN and SVC improve the result about 25%.

Key words: Classification, Standardization, Training Selection, Metrics, Busting, Confusion
Matrix.
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MAIIINMHAJIBIK OKBITY AJITOPUTMAEPI APKBIJIBI 2KYPEK AYPVYJIAPBIH
BOJI2KAY

ZKypek aypy/sapblH aHBIKTAYABIH JRJIIH apTTBHIPY MAIIUHAJBIK OKBITY CaJAChIHIA KeHiHeH
zeprrenyae. MyHIai 3epTTey JAeHCAY/IbIK CaKTay CaJaChIHJ/IA VJIKEH MIBIFBIHAAPIBIH aIIbIH aay
VIIiH 2K9HE KaTe JIUArHO3JIbIH KOIbLLy cebemnrepiHeH TybiHIaiiael. HoTukecinge mopirepJiepiy,
TOXKIpUOECHHIETT afbIPMAIBIIBIKTAPALI a3afiTyFa YKOHE MEIUIMHAJIBIK, IIBIFBIHIAD MEH KATETIK-
Tep/li TOMEHIeTyre DAFbITTAIFaH aypy (PaKTOPJIAPBIH TAJIAY/IbIH OPTYPJI OiCTePl YChIHBLIAIH.
Byn 3eprreyne kinaccudukanusaiblkK OKBITYABIH 6 ajJrOpUTMH, COHBIH ilMiH[AE aTam aiTKAHIA
JKIKTey arallrbl, YKaKbIH KOpIIijep 9ici, anrana Baiiec, ke3eiicok opMaH araIibl, OyCTHHT d/icTepi
rkosmanbael. Ockl omicrepai Kiieeseny yHuBepcurTerTiHiH KuHakTaraH heart.csv garacerine
KOJIJIAaHY apKBLIbl XKYPEK aypy/iapbl OONBIHIIA MaIIMHAFa TUIMJI XKOHE JRJIIIr YKOrapbl 60JIAaThIH
bomKaM Kacay yitperismi. AjropurmiepiH, 60Kay KablIeTiH apTThIPY MaKCATHIHIA OAPJIBIK,
oaicrep OIpiHINI Ke3eKTe CTaHJIapTTaIMAaraH JepeKTepre OKbIThLIABL. Standart Scaler omicin KoJ-
JIaHy apKBLIbl JIePEeKTep/li CTaHIAPTU3AINIAY HOTHKEre KAHIIAJIBIKTHI OCEP eTeTiHiHe 3epTTey
xKypriziag. 3eprrey Gapsicbinga Oysa omic KNN men SVC cekinii ajropurMjepre HOTUXKEHI
nmramamen 25%-ra jkakcapTyra KOMEK OepeTiHi aHbIKTAJIbL.

Tyitiu ceznep: Kitaccudukanus, cranmaprusaiiusi, OKbITY TaHIAMAaJIapbl, METPUKA, OyCTHHT, II1a-
TACy MaTPHUIACHL.
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IIPOT'HO3MPOBAHUE 3ABOJIEBAHUN CEPIITIA C IIOMOIIIBIO
AJITOPUTMOB MAIIMHHOI'O OBYYEHUN

[ToBbImmene TOYHOCTH BBISIBJIEHNS 3200JI€EBAHUI Cep/Ila IMUPOKO U3YIAETCA B 00IACTH MAITIMHHOTO
obyuennst. Takoe ucciieoBaHre MPU3BAHO MPEIOTBPATUTE OOJIBIIIE TTOTEPH B 3/IPABOOXPAHEHUN
U IPUBECTH K HENPABUJIBHOMY JIHMArfHo3y. B pe3ysbrare ObLIN NPEIJIOKEHBI PA3IMIHbIE METOJIbI
aHaju3a (PaKTOPOB 3aD0JIeBaHWs, HAIIPDABJIEHHBbIE Ha CHUXKEHUE Da3/IMdMii B OIbITE Bpadeil u
CHUYKEHIE MEJIMIIMHCKUAX PACXOJI0OB U OMHUOOK. B jmaHHOM wmccieoBaHUM OBbLIM HCIIOIH30BAHBI 6
AJITOPUTMOB KJIACCU(PUKAIIMOHHOTO OOy YEeHNsI, B TOM YNCJIe METOIbI MAITHHHOTO O0yJeHUs, TAKHIE
KaK JIepeBO KJIACCU(PUKAIINN, METOJ OJMKafmux coceieil, HauBHbIN DBaitec, ciaydaiinoe JiecHoe
JIepeBO, METOJIbI OYCTUHTa. DTU METO/IbI ObLIM 0000IIeHbl yHIBEPCHTETOM KiteBesieH 1a IpuMeHsisi K
naracery CC3. Onu 6bu1 06y4YeHbI fAesiaTh 3(PPEKTUBHBIE U BBICOKOTOYHBIE IIPOTHO3BI CEPEIHBIX
3abosieBanuii. C 1eJIbI0 TOBBIMIEHUS IPEICKA3ATEILHON CIIOCOOHOCTH aJITOPUTMOB BCE METOIIbI
ObLIM OOy4YeHBI B IIEPBYIO OYepelb HECTAHIAPTU3NPOBAHHBIM JaHHBIM. [[poBeseHo ncciesoBanne
TOr0, HACKOJIBKO CTAHAPTU3AIUS JJAHHBIX C UCHOJb30BaHneM MeToja Standard Scaler Biusier na
pe3yabTaT. B x0/m€e nccmemoBanus JAHHBIN TOIXO0/ YTy U Pe3yIbTaThl aaroputMoB Kak KNN u
SVC nournu na 25%.

Kurouessie cioBa: Knaccudukarnus, crasgaprusaiiys, 00y Jaoas BbIOOPKa, MeTPUKa, OyCTHHT,
MaTPUIA Ty TAHUIBL.

1 Introduction

Cardiovascular disease is a disease that poses a risk of death in the modern world and is the
biggest problem, as predicted by medicine in terms of growth. According to World statistics,
this disease is such a problem that it worries the whole world, which leads to a large mortality
factor. According to the World Health Organization, about 20 million people die from heart
disease. In England, cardiovascular diseases account for 34% of deaths, while in European
countries these statistics reach 40%. According to the latest statistics, the number of deaths
from cardiovascular diseases around the world is increasing, the main reason for this forecast
is that the statistics of countries with the lowest risk of cardiovascular disease are increasing
every year. But according to who forecasts, more than 75% of cardiovascular diseases can be
prevented, thereby reducing the burden of developing diseases.

Purpose of the work: selection and description of machine learning methods in Big Data
Processing, increasing accuracy in the process of big data learning and reducing machine
learning time. Research objectives:

e analysis of the literature on the use of machine learning (ML) methods for data on
heart failure;

e analysis of python language libraries and part of machine learning methods;
e initial analysis and pretreatment of data related to cardiac arrhythmias;
e use methods for classifying signs, selecting and filling in missing values;

e analyze obtained results;
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e justification of the research results in the subject area.

Object of research: the object of research is the prediction of cardiovascular diseases using
machine learning algorithms. Use methods that allow to study and analyze the data used
to optimize the process of solving research problems. Using this method, to create a system
based on predicting the disease, minimizing human participation in analysis and creating an
optimal solution with the participation of machine learning algorithms.

2 Literature Review

Machine learning is an analysis method that allows us to conduct data training and analysis
methods that we use to optimize the process of solving research problems. This method
is a system based on minimizing human participation in analysis and creating an optimal
solution with the participation of artificial intelligence intelligence systems. This article will
explore machine learning methods to make predictions in the process of Big Data Processing
and analyze some specific methods. Currently, there is an active implementation of machine
learning methods in medical information systems (MIS). This is primarily due to the need
to analyze a large amount of information about patients in real time, as well as predict
whether to seek outpatient care or hospitalization within a given time frame [1|. For the
database, there are many open sources for accessing acient records, and research can be
conducted to use various computer technologies to identify this disease in order to make
the correct diagnosis of the patient and prevent his death [2]. Patients are often diagnosed
asymptomatic until death, and even if they are under supervision, trained personnel are
required to detect cardiac abnormalities [3]. Heart disease was the cause of 6.2 million
deaths between the ages of 30 and 70 in 2019 [4]. These diseases usually occur as a result of
stroke, hypertensive heart disease, rheumatic heart disease, artery disease and other defects
in the heart vessels and the heart itself [5]. In many countries, there is little experience in
cardiovascular research and a significantly higher percentage of misdiagnosed cases, which
can be solved by developing accurate and effective methods for predicting heart disease at an
early stage through analytical support for clinical decision-making through digital medical
records [6].

Amin Ul Hak, Jiang Ping Li, Muhammad Hammad Memon, Shah Nazir and Ruinan
Sun were tested on their systems in a Cleveland heart disease dataset. Seven well-known
classifiers, such as logistic regression, KN, AN, SM, NB, DT and random forest were
used with three algorithms for selecting functions Relief, mRMR, and LASSO, which are
used to select important functions. In terms of features SVM (linear) with the selection
of functions, the performance of the mrmr algorithm was better than that of other
classifiers [7|. Fajr Ibrahim Alarsan and Mamun Yunets received a data set of 205.146
lines, which were randomly divided into two parts: training and testing. They compared
the Random Forest and Decision Tree Classifier algorithms in machine learning of this
data set. In a random forest, the learning process is faster than in a decision tree and in
a decision tree, the testing process is faster than in a random forest. The parameters of
both algorithms were changed manually. The optimal values for the configured parameters
could be obtained by running cross-checking methods, but the algorithms took a lot of
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time [8]. Jiang Yi, Zhang X, Ma R, Wang X, Liu J. , Kerman M, Yang Yi, Ma J, Son
Yi, Zhang J. ; He J, Go C, Go X chose dataset as the data that monitored 1,508 Kazakh
subjects in China at the initial level without cardiovascular diseases. All subjects were
randomly divided into a study sample (80%) and a test sample (20%). LR, SVM, DT,
RF, KNN, NB and XGB were used to predict outcomes in cardiovascular diseases. LR
and SVM had better predictive characteristics than other machine learning models in the
context of discrimination and calibration. LR was similar to the predicted effectiveness of
SVM in predicting the risk of cardiovascular diseases and surpassed other ML models. The
sensitivity of LR was higher than that of SVM and the specificity gave the opposite result [9].

3 Problem Settings

This section discusses sorting data from the collected databases, conducting pre-machine
learning processing measures, fully studying target variables, dividing them into machine
learning and testing stages and learning these information using machine learning method
classifiers. Through the selected classifiers, the level of training is evaluated and measures
are taken to improve the results. The first step is to access the database used in data
training. The dataset taken from the database consists of 14 columns of 303 consecutive
factors affecting the symptoms of cardiovascular disease. This database was collected by the
Cleveland Clinic, which was connected with the university clinics of Zurich and Basel. The
database originally consisted of 72 columns, and as a result of removing columns that did
not attach much importance to special processing and research activities, 14 columns were
left.

Table 1. Database analysis

Column name Meaning Range

Age Patient age [29, 77|

Sex Gender 0 = female, 1 = male

Cp Type of pain [1, 4]
Trestbps Blood pressure in a calm state [94, 100]

Chol Cholesterol levels [126,564]

Fbs Glucose levels in the blood of a hungry person 0 = false, 1 = true
Restecg ECG(Electrocardiography) [0, 2]
Thalach Maximum pulse rate [71, 202]
Exang Angina pectoris during physical exertion 0 =no, 1 = yes
Oldpeak St depression level 0, 6.2

Slope ECG at maximum load [1, 3]

Ca Fluorescent color important blood vessel number [0, 3]

Thal A type of blood disease called thalassemia 3,6, 7

target Heart disease 0 = no, 1 = yes

We can show statistical characteristics for numeric attributes in the database. Statistical
values are represented as the total number of attributes, the average, standard statistical
deviations, the smallest and largest values, as well as indicators of 25%, 30% and 75% on 3



A K. Berdaly, Z.M. Abdiahmetova

105

quartils. You can see it in the table below.

Table 2. Statistical indicators for databases

sex

o

trestbps chal

restecy

thalach

xang

oldpeak

slope

thal

min
6%
80%
15%

max

303,000000
54.366337
082101
25.000000
47 500000
S5 000000
61.000000
1T 000000

202000000
0683168
0466011
0.000000
0.000000
1.000000
1.000000
1.000000

03.000000
0966897
1032052
0.000000
0.000000
1.000000
2000000
3000000

303.000000 303000000
131623762 246. 264026

115343 51 830751

94000000 126.000000
120.000000  211.000000
130.000000 240.000000
140.000000  274.500000
200000000 564.000000

303.000000
0148515
0356108
0.000000
0.000000
0000000
0.000000
1.000000

303.000000
0528053
) 525860
0.000000
0.000000
1.000000
1.000000
2000000

303.000000
149 646865
22805161
71.000000
133500000
153.000000
166.000000
2002 000000

303000000
(326733
0464784
(.000000
0.000000
(000000
1.000000
1000000

303.000000
1.035604
1161075
0000000
0.000000
0 BOOOGO
1.600000
£ 200000

303 000000
1.398340
0616226
0.000000
1000000
1.000000
2000000
2000000

303.000000
(.7243r3
1022606
(.000000
0.000000
. 000000
1.000000
4000000

303.000000
233541
QeI
0.000000
2.000000
2 000000
3000000
3000000

Since the indicator of people with cardiovascular diseases was taken as a target variable,
the indicators for this variable were visually displayed. Age indicator of the number of people
suffering from heart disease according to Figure 1. As we have seen, the most sick people
can be called the age range of 40 to 55 years.

age

w
il

JFEHERRLRREORDBES

target

Figure 1: Quantitative indicator for the target variable

count
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4 Materials and Methods

To check the accumulated commands, we first look at whether there are zero elements in the
dataset, and if such data is found, fill in the spaces by calculating the median or average
value of this column. Disable them because dictionary columns are not involved in training.
Algorithms of the machine learning method are used by setting target variables.

The general picture of the work carried out on the methodology is shown in Figure 2:

Machine learning

Identify the problem application of algorithms The result
,"""f’ ATy -H"“‘H\\ / i 5. Teaching models ) \ { - 8 Models ~
// \\ ,, \\ / comparison \\\

< - A, lﬂ =

\ 1. Data eollection 3, Visealization /": -tl]m processing 6. Experiment N T Medels 9, Cenclusion
b d *, optimization

N J/
R 4 N _/

Figure 2: General research plan

Until measures to improve the accuracy of the algorithms used give good results, it
is necessary to implement such measures as training, avoiding mistakes in the course of
excessive training. Classification techniques used to detect cardiovascular diseases are as
follows: Decision Tree Classifier, Kneighbors Classifier, Logistic Regression, XGBClassifier,
Random Forest Classifier, Support Vector Classfier. Although training is carried out using
such techniques, cross — checking with the target variable column of the dataset is carried
out in order to increase the result. Cross-validation (verification) is the process of improving
the result of an algorithm by training each time with different random values with a random
transfer of a target variable to a test set in order to improve the learning efficiency of machine
learning operations.

The classifier tree method is a tree-type structure consisting of certain rules that represent
the result in the learning process in a hierarchical type. It consists of 2 types of elements, a
node and a leaf. Elements to be written in the node if the elements that affect the value of
the target variables are written in the Leaf, the functions of the target variables are written
in the Leaf. The decision tree is often used because it gives good results in statistical reports,
including in medical reports for more probabilistic reports, by classifying the same data,
making better predictions, clarity, and simple processing of the data without converting or
causing severe distortion [10].

The k nearest neighbors method is an algorithm for classifying objects by class by dividing
them into groups previously distributed by region after calculating the distances by weight
by vote. This method is considered the simplest of the classification algorithms. It is a
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classifier algorithm that can be used in cases where there is little information about the
data in the preliminary data separation, and is completely unknown. The optimal method
for understanding and implementing KNN. Therefore, this situation should be taken into
account for any calcification calculations. Its main advantages are that the process is very
clear, time-consuming, efficiency and accuracy are often high, and there are methods that
eliminate noise in the process that work only for KNN [11].

The logistic regression method is a statistical method that classifies a classification using
a linear classification line. The main idea is to determine the optimal line that best divides
data through a set of data. The range of logistic regression covers the range from 0 to 1. In
addition, this method does not require a connection between input and output data. Logistic
regression is a method in medical research that allows you to perform several tests at the same
time, minimizing external factors. If the model structure created by the researcher avoids raw
data,then the probability of logistic regression is also high [12].

The XGBoost method is a method that belongs to the ensemble method, designed to
improve gradient descent, with optimal and high accuracy. This is a method that aims to
get the best results by training multiple decision trees in parallel to improve the gradient.
Through XGBoost, trees grow rapidly and parallel trees are erected, the final decision is made
by an ensemble voice. In this method, random forest trees and decision trees are solved by
using models and making comparisons with their parameters [13].

The random forest tree method is another type of algorithm that uses the ensemble
method. An algorithm that randomly creates a forest of decision trees, takes forest trees of
different selections, matches them to the classifier, and finally takes the average value in order
to increase accuracy. The main advantage is the ability to achieve good results when working
with large groups and classes, independence from the scale of learning, and the ability to
perform high parallelization. Therefore, the random forest tree is an effective predictor [14].

The method of reference vectors is a set consisting of intensive learning algorithms and
bringing changes through hyperactivity to a single norm. The idea of the method is that
we place data elements consisting of points on the n-dimensional plane, creating hyperspace
by creating a classification that best defines classes. SVM also has a core, which is used to
convert data entered into the plane by the cores to a large one, taking it as small. It is mainly
used for Tex cataloging, recognizing handwritten numbers, finding tones, classifying images,
and gene expression using a microchip [15].

In the future, we will use assessment metrics to evaluate the training of these 6 used
methods. To do this, in the process of comparing the algorithm-trained results of y with the
true value of y in the target variable, a reflection matrix is created, as in Table 3. The result
of algorithms based on the generated matrix will be evaluated.

Table 3. Confusion matrix

Positive | Negative
Positive | TP FP
Negative | FN TN

True Positive (TP) — the classifier assumes that the positive result is positive.
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True Negative (TN) - the classifier assumes that the negative result is negative.
False Positive (FP) - the classifier incorrectly predicts a negative result as positive.
False Negative (FN) - the classifier incorrectly predicts a positive result as negative.

The classifier is evaluated using the formulas of the metrics listed below:
Accuracy — the total accuracy of the model, the amount of accuracy of classifiers when
compared with the main values.

TP+TN
TP+TN+ FP+ FN
Precision is an indicator that the classifier finds positive and is actually positive.

(1)

Accuracy =

TP
Precision = 'I'_P—f——_FP (2)

Recall is an indicator of true positive classes among all positive classes found by the
algorithm.

TP
R(ECCL” = m—m (3)

F1-score is the hormonal average of accuracy and completeness.

2T P 2 % Precision x Recall

— 4
2TP+ FP+ FN Precision + Recall (4)

F1 — score =

Results

Data source of a 303-row, 14-column collected by Cleveland Medical Center for cardiovascular
disease has gone through processing measures that consist of many steps. As a result
of the processing measures, no particularly strong outs and zero elements were found in
the database. The absence of columns that strongly influence each other on the data was
observed through the correlation matrix. After processing, 30 percent of the data was sent
for training. Subsequently, 10 classification algorithms were trained. It includes algorithms
Decision Tree Classifier, Kneighbors Classifier, Logistic Regression, XGBClassifier, Random
Forest Classifier, Support Vector Classfier.

During the training of each algorithm, the result was increased by standardization using
the Standard Scaler function. The Standard Scaler function tries to show good results
by normalizing our data so that the average value does not exceed 0 and the standard
deviation does not exceed 1, which gives the opposite effect before applying the algorithm.
Algorithms such as Decision Tree Classifier showed a decrease in accuracy from 0.7142% to
0.7023% from the scattered neural structure algorithm, while Kneighbors Classifier helped
to increase the accuracy from 0.5934% to 0.7692%. The same result was obtained from the
support Vector Classfier algorithm, which increased the accuracy from 0.5604% to 0.8021%
by standardization.
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In addition to standardization, we tried to find the most optimal parameters and increase
the result using the GreedSearchCV algorithm. GreedSearchCV refers to a cross — validation
operation. It is one of the most powerful tools in machine learning, the main reason for which
the correct choice of parameters is the main guarantee of good results. If the parameters are
chosen correctly, then, of course, the training will also go well. As for work, it calculates the
result for each parameter over the entire connection, providing us with the best indicator.
The result was not satisfied, there were significant delays in terms of time, and the result of
the algorithm did not show much difference from standardization.

Thus, 6 algorithms were evaluated on 4 metrics. The results were compared among
themselves. This can be seen in Table 4. The best indicator for the Accuracy metric was
the result of the Random Forest Classifier algorithm.In Figure 3, dynamic comparisons were
made. You can clearly see the real difference through the diagram.

Table 4. Comparison of results of classifiers

Accuracy | Precision | Recall | Fl-score |
Decision TreeClassifier | 0.71 0.72 (.70 0.68
KNeighborsClassifier 0.76 0.83 077 | 072
LogisticRegression 0.81 0.90 0.82 0.75

XGBClassifier 0.81 (.86 081 | 077 i
RandomForest Classifier | 0.82 0.90 (.52 .76
SupportVector Classfier | 0.80 0.88 080 | 074

095

B accuracy
W precision
. recall

. f]-score

Figure 3: Comparison of results of classifiers
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Conclusion

Heart disease is one of the main problems of society, as the number of people with heart
diseases is increasing day by day. The growth of Statistics is influenced by many factors, such
as the time spent by medicine to predict diseases or the lack of an accurate diagnosis. It is
difficult to manually determine the probability of heart disease based on many such factors.
But with deep data analysis and machine learning models, it is possible to identify diseases
and treat these diseases in a timely manner. For this purpose, relevant data on heart disease
collected by the University of Cleveland were studied. Work achieved and done during the
study:

e analysis of the literature on the use of machine learning (ML) methods for data on
heartbeats was carried out;

e analysis of python language libraries and part of machine learning methods;

e primary analysis of data on heart beauties and pre-processing;

e the marks were stitched, selected and methods of filling in the missing values were used;
e the results obtained were analyzed;

e based on the results, a comparison was made between the models.

According to the conducted research, the classification method showed the highest results.
Its metrics showed accuracy = 0.82%, precision = 0.91%, recall = 0.83%, and fl-score =
0.76%. In the future, training of the algorithm on various data will continue, increasing
these results given by Random Forest. Further experiments are developed on algorithms and
optimal solutions are developed using various methods. Algorithms that have been trained
to read various data on heart disease are also good at making predictions.
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