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QURMA: A TABLE EXTRACTION PIPELINE FOR KNOWLEDGE BASE
POPULATION

This paper is proposed a pipeline aimed at automatically extracting tables from heterogeneous
Web sources, such as HTML pages, pdf files and images. Table extraction is one of the actively
developing areas of Information Extraction, for which many applications, libraries and frameworks
are currently being developed. Nevertheless, most of these tools are focused on solving some specific
tasks, for example, only on recognizing tables presented in the form of images. We propose to
combine these tasks into a single pipeline that will support the full cycle of table processing
— from the stages of their search, recognition and extraction to the stages of semantic analysis
and interpretation, that is, the understanding of tables. Understanding tables and population of
knowledge bases (knowledge graphs) with meaningful information contained in these tables is the
ultimate goal of our design. The first part of the work presents methods for detecting tables on
web pages, in pdf documents, as well as methods for automatically detecting attributes and values
of objects. The second part presents the conceptual architecture of the Qurma system, designed
to extract tables from heterogeneous sources on the Internet. The results section provides an
example of a parser that parses the input resource type and passes control to one of the table
lookup modules. Next, an operation is performed to determine the main column and link the
entities contained in the main column with the corresponding categories in the external knowledge
base.

Key words: web tables, table extraction, table recognition, table understanding, knowledge base
population.
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Qurma: 6igiM 6a3achbIH TOJTHIPYFa apHAJIFAH KECTEH1 HIBIFAPBII aJdy KyObIpbI

Byn makanama HTML nmapakrapsr, PDF daitagapsr xone cypertep cugakTbl, BeO mapakTapiIblH,
reTePOreH/Ii IePEKTED KO3AEPiHEH KeCTeeP Il aBTOMATTHI TYP/Ie IIBIFAPBII Ay KYObIPhI YChIHbLIA~
w1 Kecrenepi mbirapy — Ka3ipri yakbITTa KOIITEreH KOChIMITIAIAP, KiTallXxaHaaap MeH KaKTayap
KYPACTBIPBLIBII YKATKAH aKIapaT ajyJAblH OeJICeH I JaMbIll Kejle KATKAH OafbITTapbIHbIH Oipi.
Anaiina, 6y Kypasap/Ibiy KOIiir keifibip HaKThl Mocesiesiep/l merryre 6arbITTaaraH, MbICAJIbI,
TEK CypeTTep TYPIHIE YCHIHBLIFAH KeCTeIepP/Ii TaHyFa OarbiTTa ran. TeKCTTIK KecTesiep/ii TAHUTHIH,
OKWTBIH, OJIapJbl TONITAPFa KIKTEWTIH OarmapiaMaap KeH TaHbIIMATaH, YKOHe JAafiblH KiTalrxana-
Jlap HeeMece KypaJsjap KokK. Bi3 Oyu Tamncsipmasap/ibl KecTesepi OHIEYIiH TOIBIK, IIUKJIBIH KOJI-
JARTBIH OipTyTac KyObIpra O6ipiKTipy/Ii YChIHAMBI3 — 0JIaP/IbI i3/1€y, TAHY »KOHE MILIFAPbII ATy Ke3€H-
JiepiHeH GacTall, CeMaHTUKAJIBIK TaJ/Iay MEH TYCIHIIPY Ke3eHJepiMeH asgKTail/bl, SSsFHU KeCcTe/IepIi
rycineni. Kecrenepai ryciny kone 6iniM 6a3acein (6iaiM Garaniapbl) OCbl KeCTEJEPAEri MaHbI3 bl
aKIIAPATIEH TOJTHIPY Oi3/1iH yKOOAMBI3IBIH, TYIIKI MaKCAThI 00JIbI TadbLIaabl. AKyMBICTBIH GipiH-
i GestiMinge BeO-0eTTepie, pdf KyzKaTTapbliHa KecTeJepi aHbIKTay, COHBIMEH KaTap aTpudyTTap
MeH OO'beKTiJIep/IiH MOHIH aBTOMATTHI TYP/lEe aHBIKTAay d/IicTepi HGepinreH.
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Exiumii Gesimie rajgaMTOPIBIH, MeTEpOreH Il KO3/IEPIHEH KeCTeep/li IMBIFAPBIN aJyFa apHAJIFaH,
Qurma KyiteciHiH KOHIENITYaJIbl apXUTEKTypachl Kepceriiren. Hormxesnep GesiMiHze Kipic pe-
CypPCTap/IblH, TUIH TAJIANTHIH *KoHE OAaCKapy/Ibl KecTe i3/1ey/1iH Oip MOIy/IiHe TalChIpAThIH map-
CepJIiH YKYMBIC Kacay MbICAJIbl KeJTipiareH. Apbl Kapaii, 6acTbl 6araH bl aHBIKTaY MEH OChI 0aCThI
baramHIa OpHATACKAH MOH/IEP/Il CBIPTKBI OLITIM Oa3achbIHIArbl COIKeC KaTeropusaapbiMeH OaiIanbi-
CTBIPY OIEPAITUSICHI OPBIHIAIAIbI.

Tvyiiia cesmep: BeG-KecTesiep, KecTejep IIbIFapy, KecTejep/i TaHy, KecTejep/l Tyciny, oiiiM 6a-
3aCBhIH TOJITHIPY.
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Qurma: KoHBeliep M3BJIeUeHUsT TAOINLL [JIs IIOMOJIHEeHUsI 6a3 3HAHUMN

B pmammnoit pabote mpesgiaraeTcss KOHBeHep, HAIPABIECHHBIH HA aBTOMATHIECKOE HU3BJICUCHHE
TabJINI[ U3 TeTepOreHHBbIX MCTOYHUKOB Beba, Tak kak HTML-crpanune:, pdf-gaitabr u n306-
paxeHusi. V3Bjiedyenue Tab/uIl — OJJHO U3 AaKTHUBHO PA3BUBAIONIUXCS HAIIPABJIEHUN W3BJICUYEHUSI
nH(OpMAaIUHU, s KOTOPOrO B HACTOSAIIEe BpeMsi Pa3pabaThIBAETCsI MHOXKECTBO ITPUJIOYKEHMUIA,
6ubsmorek u GpeiiMBOPKOB. TeM He MeHee, OOJIBIMMHCTBO ITUX WHCTPYMEHTOB OPHUEHTHUPOBAHO
Ha pelreHne KaKUX-TO KOHKDETHBIX 33J[ad, HAIPUMeD, TOJHKO Ha pACIIO3HABAHUE TabJIHII,
[IPEJICTABJIEHHBIX B BHje m300parkenuii. Mpbl npeiaraeM OObBEIUHUTH TH 33Ja4U B €IUHBIHA
KOHBeliep, KOTOPBIN OyJeT I0JIepyKUBaTh IOJIHBIN UK/ 00pabOTKU TAOJIUI] — HAYMHASI C STAIIOB
WX IIOUCKA, PACIIO3HABAHUS U W3BJICUCHWS U 3aKAHIMBAS ITAIAMEU CEMAHTHYECKOTO aHaJIU3a U
WHTEPIPETAIud, TO €CTh MOoHuMaHmeM Tabsui. [loHuManme TaOUI] W TOMOJHEHUWE 0a3 3HAHWI
(rpacdoB 3nanmit) 3HavMMOl nHbOpMaImedi, cojepKalleiics B 3TUX TabJIUIaX, ABJIIeTCH KOHETHON
[EJILIO HAIErO IIPOEKTUPOBaHUs. B mepBoil yacTu pabOThI MIPEICTABICHB METOIBI OOHADY KEHUST
Tabaur, Ha BeO-cTpanmiax, B pdf MOKyMeHTax, TakyKe MeTObl aBTOMATHYECKOTO BBISIBIICHUS
aTpubyTOB U 3HaUEHUl 00beKTOB. Bo BTopoil yacTu mpejcraBjieHa KOHIIENTYAIbHAS apXUTEKTYPa
cucreMbl Qurma, NpeJHA3HAYEHHON [jisi W3BJIedeHUsi TaOJIUAIl W3 TeTEPOTEHHBIX HCTOYHUKOB
B cetu Uurepuer. B pazaene pe3yapTaToB mpeicTaBiaeH OpUMep PabOThl Hapcepa, KOTOPBIHi
aHAJIU3UPYET TUIl BXOIHOI'O PECYPCA U MEPESAeT yIIPABJIEHNE OJHOMY M3 MOJyJIell IIONCKa TabJInIL,
Jlajiee BBITIOTHSIETCS OIEPAIUS 110 OIIPEJIEIEHUIO TJIABHOI'O CTOJIONA M CBSI3BIBAHUIO CYIIHOCTEI,
COJIEP2KAINMXCS B TJIABHOM CTOJIOIE, C COOTBETCTBYIOIIMMU KATErOPUSME BO BHEIITHE 6a3e 3HAHMIA.

KitroueBbie cioBa: BeO-Tab/IUIbI, U3BJIeUYEHNE TAOJINI, PACIIO3HABAHIE TabJINI, TOHNMAHUE Tab-
JINII, TIOTIOJTHEHNE Oa3bl 3HAHMIA.

1 Introduction

Most of the significant and useful data available on the Internet is published in the form of
tables. A person can easily identify, interpret and link the contents of these tables with the
information available to him, while the methods of automatic analysis of web tables hardly
cope with their task due to the wide variety of table presentation formats. In order to extract
useful data from web tables, it is necessary to first correctly determine the boundaries and
types of cells containing this data, and then match the identified cells to the corresponding
headers. Thus, the process of automatic analysis of web tables is divided into 2 stages: 1)
extracting tables, which implies defining the boundaries and structure of the cells of each
table; 2) understanding tables, which implies linking the contents of cells with semantic
information both inside and outside the tables. As a rule, the understanding of tables in
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automatic streaming mode is used for the purpose of forming and filling the knowledge base
population in any subject area.

Extracting tables involves two subtasks: 1) detecting a table on a web page or in a
document; 2) directly extracting information from the detected table [1]. The subtask of
detecting a table on a web page or in a document only looks trivial at first glance. Firstly,
it is connected with the problem of classification, since tables are not only meaningful, but
also layout tables. Mock-up tables do not contain meaningful information, but are used on a
web page or in a document for formatting, for example, to align text or drawings. Secondly,
some tables are not highlighted on the page or in the document with TABLE tags, i.e. other
signs have to be used to search for them. Thirdly, long tables can be located on different
pages of a website or document or hidden using special drop-down elements in order to
save space, respectively, connecting individual fragments of the table into a single structure
requires additional parsing operations. After detecting and verifying the table, it is necessary
to correctly extract data from it for transmission to the next stage - the stage of understanding
the table. The correct extraction of information involves such operations as the definition of
headers (attribute names), the separation of combined data (when two different attributes
are recorded in one cell, for example, address and phone number, or the cell contains list
data, for example, several phones for one contact), etc.

In turn, understanding the table for the purposes of knowledge base population includes
solving the following subtasks: 1) linking the contents of tables obtained from the Internet
with the knowledge base; 2) building hypotheses about the structure and content of tables;
3) extracting new information from tables; 4) adding this new information to the knowledge
base |2]. At the same time, a class of tables in which entities are described is of particular
interest to the knowledge base population, i.e. tables in which one column, called the main or
key, contains the name of the entity, and all their other attributes [3]. Such tables are easier
to extract and interpret, so a large number of processing methods have been developed for
them, unlike more complex tables expressing n-dimensional relationships, i.e. relationships
between several entities.

The authors [3] call this four-step method of extracting data from tables in order to
fill the knowledge base with the interpretation of tables. Interpretation concerns the rows
and columns of the table, and allows you to determine which entities from the knowledge
base are mentioned in the table, what are the types of these entities and what relationships
are expressed in the columns. After the interpretation is completed, this information can
be used to fill the knowledge base slots. In this paper, we are implementing a pipeline that
includes a full cycle of table extraction plus the first stage of understanding tables, namely
the identification of entities in the knowledge base.

2 Related works

As noted above, many applications and tools have been developed to extract tables from
heterogeneous sources: from the contents of web pages, from PDF documents, from files
representing images. In this section we will consider the following applications and tools:
Tabula [4], TableSeer [5], TAO [6], TaKCO [7], TableLab [8], TableNet [9], TabbyPDF [10]
and Camelot [11].

Among these applications, the oldest application is the TableSeer table search engine [5].
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TableSeer scans scientific documents from electronic libraries, finds those that contain tables,
then extracts information from each table, saving it to a table metadata file, indexes tables
according to metadata, and provides the user with an interface for searching tables. The
TableSeer architecture consists of five main components: 1) table crawler; 2) table metadata
extractor; 3) table metadata indexer; 4) the TableRank algorithm for ranking tables according
to the search query; 5) the interface for supporting search queries to tables. The extraction
of tables is based on a statistical analysis of the templates for the design of articles used
in the proceedings of the conference or in the journal, based on these templates, a set of
heuristic rules is formed that compare different blocks of the document with various logical
components (titles, list of authors, abstract, list of references), and physical components
(tables, figures, etc.). The TableRank table ranking algorithm deserves special mention, which
adapts the traditional model of the vector space <query, document> to the <query, table>
pair, replacing the document vectors with table vectors. To determine the weight of each
term in the vector space, the authors propose a new weighing scheme: The tabular frequency
of the term is the inverted tabular frequency (TTF-ITTF).

Another Table Organization (WTO) table extraction system [6] generates an extended
representation of data also extracted from tables in PDF documents. This representation
includes the page number on which the table was found, the table number, and metadata
for each cell: cell contents, column number, coordinates, font, size, data type, title, or data
label. TAO transmits this data as an annotated document in JSON format. Directly to detect
tables in a document and extract information about tables, TAO uses the k-nearest neighbors
method and heuristic layout rules.

Another application for automatic detection and extraction of tables from PDF files
Tabula [4] can both automatically detect tables and allows users to manually select them.
The application uses two different algorithms to extract data from selected tables: the first
algorithm (Lattice) is based on searching for control rows in the table and identifies cells in the
table as separate if they are separated by a line, the second algorithm (Stream) processes text
as separate cells if the text fragments are far from each other. The extracted data is output
in several formats, including CSV format. Architecturally, Tabula consists of two separate
modules: Tabula-Java and Tabula-Ruby. Tabula-Ruby is responsible for the graphical user
interface for Tabula-Java, a module that, as the name suggests, is written in Java and is the
server part of the application. Although it is intended to be used as a library for Tabula-Ruby,
it can also be run separately as a command-line application.

[7] presents a new large-scale TAKCO platform designed to extract facts from tables
that can be added to knowledge graphs (KG), such as, for example, WikiData. Takco works
with both tables describing entities and tables describing n-dimensional relationships. For
entity tables, the system first identifies a pool of candidate entities from the knowledge
graph, then calculates an a priori probability distribution by comparing the attributes of the
candidate object in the knowledge graph with other cell values in the same row, and then
re-weights these matches by the significance of the relationships in the table. Then the system
connects entities by constructing a probabilistic graphical model and collectively eliminating
the ambiguity of all cells using Loopy Belief Propagation [11|. To interpret n-dimensional
tables, the system applies several heuristic rules to transform the table into a "normal"form.
Then the schema is compared and functional dependencies are detected to calculate the first
elementary interpretation of the table. Finally, similar tables are grouped using schema and
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mapping components to improve the quality of interpretation.

PyTabby [10] is another tool for extracting text from PDF tables with a text layer. The
system uses a set of customizable special heuristics to detect tables and reconstruct the
structure of cells based on the features of the text and lines presented in PDF documents.
Most of them, such as horizontal and vertical distances, fonts and rulers, are well known and
used in existing methods. Additionally, the system allows you to use the ability to display
instructions for printing text in PDF files.

TableNet [8] is a system for extracting information from scanned tables via mobile phones
or cameras. The system is based on deep learning models and allows you to accurately detect
tabular areas in an image, and then extract information from the rows and columns of the
detected table. The TableNet architecture includes neural networks working together to: 1)
generate feature maps from low-level text rectangles (in fact, column names); 2) determine
the border of the table, if it is in the image; 4) identify rows and identify columns and related
canonical data (description, quantity, unit price, etc.).

The TableLab system proposed in [9] provides user interaction with data extraction
models, which allows you to quickly train models on several labeled examples. Having received
a collection of documents as input, TableLab first detects tables with a similar structure
(templates) by clustering embeddings from the extraction model. Document collections often
contain tables created using a limited set of templates or similar structures. The system then
selects several representative examples of tables already extracted using a pre-trained basic
deep learning model. Through an easy-to-use user interface, users provide feedback on these
options without necessarily identifying every bug. TableLab then applies such feedback to
fine-tune the pre-trained model and returns the fine-tuning results back to the user. The
user can choose to repeat this process iteratively until a customized model with satisfactory
performance is obtained.

The Camelot library [11] was created to offer users full control over table extraction.
Despite the fact that there are both open source systems (for example, Tabula) and closed
source systems (for example, PDFTables) that are widely used to extract tables from PDF
files, they all have their strengths and weaknesses that do not allow us to talk about their
versatility. The Camelot library contrasts versatility with flexibility of configuration due to
which it achieves high accuracy and completeness of information extraction. Like Tabula,
Camelot uses two methods of syntactic parsing when extracting tables: 1) Stream, which
looks for spaces between words to identify the table; 2) Lattice, which looks for lines on
the page to identify the table. Another interesting feature of Camelot is that it has a web
interface called Excalibur for users who do not want to develop the code themselves, but at
the same time want to use the library functions to extract data from tables.

Initially, work with the interpretation of web tables was presented in the work Annotating
and Searching Web Tables Using Entities, Types and Relationships. Limaye et al. [12]. In this
work, a system is developed that uses a probabilistic graphical model that makes controlled
predictions based on a large number of attributes. Subsequent work approached the task-
specific knowledge graph problem [13,14] and accelerated predictions by limiting the feature
set [15] or using distributed processing [16].

In work [17] presents a semantic analysis for extracting attribute value pairs from product
specifications on the Internet. Here are used HTML tables and HTML lists inside web page
as product specification. Supervised learning is used to extract attribute-value pairs from
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the HTML fragments identified by the specification detector columns as attribute column or
value column.

Other successful feature extraction models based on named entity recognition have been
developed in [18, 19, 20]. All approaches use similar models to extract attributes. In [18], an
approach to annotating product descriptions based on NLP text fragmentation was proposed.
Specifically, the authors train a linear chain conditional random field model on a hand-
annotated training dataset to identify only eight generic term classes. However, this approach
does not allow explicit attribute-value pairs to be extracted. Ristosky and Mika [20] corrected
this shortcoming by applying a method with a full set of discrete features derived from
the standard distribution of the NER3 mode. Ortona et al. [19] propose a triple approach
that performs the following functions: checking the values of sentences, blocking to reduce
the number of compared sentences, and evaluation of paired sentences. For verification, an
annotator is used that performs NER extraction (places, locations, names, organizations) and
an ontology that contains some domain-specific constraints. At the blocking stage, all pairs
of products that violate some ontology constraints are grouped into different clusters.

3 Materials and methods

In this paper, we propose our own solution — a system called Qurma, which is based on the
Camelot library. The Qurma system receives an input document from the user with its URL
and then searches for the tables contained in this document. HTML pages, pdf documents,
images can be used as a document. At the output, the system outputs a flat dataset, which
is the result of extracting information from tables found in the document. Next, this data
set can be exported in any way convenient for the user: to a CSV file, to a json format, or
to an attribute-value format. The conceptual architecture of the Qurma system is based on
the Clean Architecture concept [21]. The essence of the concept boils down to the fact that
it is necessary to clearly understand the needs and limit the software interfaces in order not
to lose control of the entire system. To do this, the system is divided into layers, and the
interaction between layers is regulated by the boundary rule, which states that only data
can be transferred between layers (see Figure 1). Layers are not equal, the main thing in the
system is not the platform or technology used, but the layer containing the business logic
or business model. Accordingly, two more rules are generated. The inner layer priority rule
states that it is the inner layer that determines the interface through which it will interact
with the user or the rest of the system. The dependency rule specifies that dependencies
should be directed from the inner layer to the outer one.

As follows from the diagram, the core of the architecture are entity models, in this case,
these are TableModel and User Model. TableModel is a model in which all data types from
different table parsing packages are serialized, which allows you to have a single standard
table object and process only this object. Socket Service provides the transfer of commands
from the server to the client, while Table Service provides the processing of tables, searching
for the main column, determining the types of input cells, etc.
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Figure 2: Web page of website with tabular data

4 Results and discussions

The system interface is implemented using a set of Fluent Design elements from Microsoft.
The user specifies the URL of the document from which the tables are extracted, for example,


aviapoisk.kz
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Figure 3: The result of tabular parsing in the source document, presented as a web page
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Figure 4: Comparison of the entity in the main column with the categories in the external
knowledge base (Wikipedia)
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a regular web page address can be used as the URL, as shown in Figure 2 [22|. The parser
analyzes the type of input resource and transfers control to one of the three modules in
which the table search is already implemented. In this case, control is transferred to the
HTML parser, which finds two tables, passes them to the table parser, and the final result is
returned as a data set, as shown in Figure 3. In addition to parsing, an operation is performed
to determine the main column and associate the entities contained in the main column with
the corresponding categories in the external knowledge base (see Figure 4).

5 Conclusion

In this paper, we presented our Qurma system, designed to extract tables from heterogeneous
sources on the Internet. The system is a pipeline for searching, extracting and interpreting
tables, the ultimate goal of which will be to replenish the knowledge graph on the subject
area of interest to the user. Despite the fact that the subject area has not yet been selected
and the basic principles of knowledge graph design have not been defined, the presented
pipeline already allows solving the problems of semantic analysis of tables contained in
web resources. The conceptual architecture of the proposed pipeline, based on the Clean
Architecture metaphor, provides a hassle-free increase in the capacity of the designed system.
Our future work involves fine-tuning the understanding of web tables using deep learning
models. This will allow us to scale the proposed solution using comparatively small sets of
training data. Accordingly, further work will be aimed at connecting data annotation modules
and precision learning modules to the pipeline.
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