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Simulation-based adaptive filter MATLAB

This article described the working principle of adaptive filter and deduced the well-known
LMS algorithm. Take an example to demonstrate the adaptive filters filtering effects. The

results show that the filter has an effective way to filter signal.
criteria.
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C. Hanabaes, C.T. Myxamberkanos, 3.M. A6aunaxmeroBa
MATLAB-T1a agantuBTi duabTp Herisiujie mnrimaey

Ocbr Makaja aganTuBTi UABTP KYMBICHIH cunarTai, oeyrigi LMS asropurMmin mibira-
paapl. PuapTpaliust GUIALTPJIEPIHIH aIalTUBTI OcepIepiH KOPCEeTETIH MbICAT KEITipiIreH.
Horuxkenep 6Goitbraina, GuabTp CUrHAIIB (DUIBTPAIUSIAY/IBIH THIM/II 9JIiCIH YCHIHATBIHBI
Galikaaapl. [IpakTUKaAIBIK HOTUXKEIED KeATipiareH.

Tyiin cesdep: MS anropurmi, ajanrtusti duabrp, Matlab, IR cammeix duabrpi, FIR
CaHIBIK PUILTPI.

C. Hanabaes, C.T. Myxamber>karnoB, 3.M. A6amaxmeroBa
MopaenupoBaHue Ha ocHoBe azantuBHoro douabrpa Ha MATLAB

DTa cTaTbs OMUCHLIBAET MPUHIIAN PAOOTHI aJalTUBHOTO (DUJIBTPA W BBHIBOAUT XOPOIIO W3-
BecrHbIil ajgroputm LMS. TlpuBoaurcs npumep, 1eMOHCTPUPYIONIHI aJarTuBHBIE 3D deK-
Tl GUILTPOB PUILTPAINK. Pe3ybTaThl MOKa3bIBaloT, 9TO (GUILTP nMeeT 3(HPEKTUBHBII
c110cob (bUIIbTpAIUN CUTHAJIA.
Karwueswvie caosa: anropurm LMS, aganrusnbiit uiasrp, Matlab, mudposoit duabrp
IIR, mudposoit puastp FIR.

Introduction. Adaptive filter theory put forward by the Widrow B, etc., is one of the
best filtering method developed in linear filter-based Wiener filtering, Kalman filtering on.
Because it has more adaptable and better filtering performance, which is widely used in
communications, system identification, echo cancellation, adaptive line enhancement, adaptive
channel equalization, speech linear prediction and adaptive antenna arrays and many other
areas |[1]. Maximum advantage of the adaptive filter does not need to know a priori knowledge
that the statistical properties of the signal and noise filtering can be optimal signal. In this
paper, a specific example and the results demonstrated the filtering effect of the adaptive
filter.
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Figure 1. Schematic adaptive filtering
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Figure 2. L-order weighted adaptive transversal filter

1. Principles and LMS adaptive filtering algorithm. Principles of adaptive
filtering

In the adaptive filter, the number of adjustable parameters for the FIR filter is generally
a digital filter, IIR digital filter or a lattice digital filter. Adaptive filtering of two processes.
First, the input signal is thought x(n) through the adjustable parameters of a digital filter
output signal y(n), y(n) with a reference signal d(n) may compare the error signal e(n); II to
adjust the parameters of the digital filter parameters adjustable by an adaptive algorithm,
and x(n) and e(n) value, i.e. the weighting coefficients to make the best filtering effect.

2. LMS algorithm and associated parameters

LMS algorithm is the core idea is that instead of using the squared error mean square
error |2]. Therefore, this algorithm is simplified calculation. In the adaptive noise cancellation
system, such as the adaptive filter parameters properly, will not have the proper filtering
effect, but also may get the opposite effect. So for different signal and noise should select the
appropriate parameters [3]. Seen, the filtering effect of the choice of parameters is essential.
Here only the L-order weighted adaptive transversal filter, for example, the LMS algorithm
is derived formulas. L. weighted adaptive transversal filter. Stage shown in Figure 2.

LMS algorithm formula is derived: Set up

z(n) = [(n) *x(n — 1) —z(n — L)]; (1)

w(n) = [wo(n) * wi(n) —wy(n)]"; (2)
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Among x(n) Input signal,w(n) Weighting coefficients. The error signal:
b(n) = d(n) —y(n) = d(n) — 2" (n) * w(n) = d(n) — w’ (n) * z(n); (3)

Equation (3), d (n) is the reference signal, y (n) is the output signal. Mean square value
of the error signal

£(n) = Ele*(n)); (4)
By equation (3) and equation (4) to give: MSE performance surface gradient:
_ o€ a(n
V(n)~V(n)= ggj}l) = 2b(n)% = —2b(n) x x(n); (5)

The steepest descent method iteration full-vector equation
w(n+1) = w(n) — pV(n); (6)

Equation (6) in order to control the parameters of stability and convergence rate. By
equation (5) and equation (6) to give:

w(n+1) = w(n) + 2u* b(n)x(n); (7)

Equation (7) describes the LMS algorithm is a core rough estimate of each iteration
instead of the actual exact value, which greatly simplifies the calculation, but it is undeniable,
accurate weighting coefficients can not descend along the steepest ideal path toad just its
parameters and weighting coefficient p has a close relationship. Therefore, an appropriate
choice of the adaptive filter is particularly important performance parameter p.

3. MATLAB simulation

By designing this embodimenta second-order transverse weighting coefficients of the adap-
tive FIR filter, a sinusoidal signal plus noise signal filter[4].To implement this function, Mr.
sine wave signal to a standard obtained s(n) and a random noise signal n(n),then s(n)and
n(n) is obtained by adding a sinusoidal signal plus noise after x(n), then follow the LMS
algorithm is derived out of the equation (7), the design of adaptive filtering algorithms for
noise signal filtering, and finally get the signal e (n) filtered to achieve the program code is
as follows:

clear t=0:1/10000:1-0.0001 ;s=sin(2*pi*t);n=randn(size(t));x=s+n;

w=[0,0.5];

u=0.00026;

for i=1:9999;

y(i+1)=n(i:i+1)*w’;

e(i+1)=x(i+1)-y(i+1);

w=w+2%*u*e(i+1)*n(i:i+1);

end;

figure(1)

subplot(4,1,1)
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Figure 3. pu filter renderings when taken 0.00026

plot(t,n);

title(’Noise signal’);xlabel(’t’);ylabel('n(t)’);

subplot(4,1,2)

plot(t,s);

title(’Sinusoidal signal’);xlabel(’t");ylabel(’s(t)’);

subplot(4,1,3)

plot(t,x);

title(’Sinusoidal signal with noise’);xlabel(’t’);ylabel("x(t)’);

subplot(4,1,4)

plot(t,e);

title("the result of filtering’);xlabel(’t");ylabel(’e(t)’);

When p when taking 0.00026 get better. A time earlier than the blurred because the filter
parameter is not adjusted to the optimum, illustrated in Figure 3.The figure shows that when
take 0.5, has found the best weighting coefficients.

When taking 0.000026 g , the results are almost linear filter, and the line is very thick,
indicating to find the weighting factor is too slow, as shown in Figure 4.

When g takes 0.26, the result is a linear shape, and very fine lines in some places there
are glitches, indicating that the system parameters change too fast, the system has not yet
adjusted to the optimum weighting coefficients shown in Figure 5.

Take the p 1, the system out put confusion shown in Figure 6.

The results showed that: the type of u is worth to different filtering effect. Experimental
data obtained by observation: when p is too large, adaptive shorter the time, the faster the
adaptation process, but it causes greater imbalance, resulting in very vague filtering results,
the larger the output signal changes when p greater than a values, the chaotic system output;
when g is small, the system is stable, a small change in the output signal, the off set is small,
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Figure 5. pu filtering effect when taken 0.26
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Figure 6. i take the filtering effect of Figure 1
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the result of filtering

Figure 7. W(n)=|0, 0]

the result of filtering
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Figure 8. W(n)= [0, 0.5]

the result of filtering
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Figure 9. W(n)= [0, 1]

the result of filtering

Figure 10. W(n)= [0.5, 0]

c the result of filtering

Figure 11. W(n)= [0.5, 0.5]

the result of filtering
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Figure 12. W(n)= [0.5, 1]

the result of filtering

Figure 13. W(n)= [1, 0]
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the result of filtering

Figure 14. W(n)= [1, 0.5]

the result of filtering

et

Figure 15. W(n)= [1, 1]

but has a corresponding length ending of the adaptive process, so the choice of the
parameter y should the system requirements, the accuracy requirements are met under the
premise of minimizing adaptive time.

Finally, by taking appropriate p , changing the w(n) initial value can always find an
optimal weighting factor. The program of iterations is 10000. Therefore, concluded: When u
a, large number of iterations, the weighting coefficients can always find the optimal solution.

The following is the image W(n) changing the initial value of the time.

Summary

Through this example, so we understand the working principle of adaptive filters, and
how to use adaptive signal processing filter to do the work. MATLAB has a powerful digital
signal processing simulation, through this experiment, again review some instruction usage.
This experiment is worth noting that there is a problem, and that is how to find? FIR filter
with stable and easy to implement strict linear phase, the signal processing phase distortion
is not generated, and widely applied in practice [5].
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