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Multi-Agent Learning for the Inverse Kinematics of a Robotic Arm

This paper presents a solution to the inverse kinematics problem for robotic manipulator based
on the Adaptive Multi-Agent System (AMAS) approach. In this research, multi-agent system
is in charge of controlling a robot arm with four degrees of freedom (DOF) and two motorized
wheels, giving appropriate commands, such as rotation angles and velocities, to reach the desired
position and orientation of the end effector. The calculation of commands is directly related
to the solving of forward and inverse kinematics. Before the learning process of AMOEBA, the
rotational angles, 6 values, are encoded into a single number N, this parameter is the desired
value that we are going to predict in the predicting stage. During the learning phase, the Agnostic
MOJEI Builder by self-Adaptation (AMOEBA) builds context agents, which has local models and
is able to self-adapt. After the getting the predicted value, Npyeq, it will be decoded back to get
the set of rotational angles that is given to robot end effector. In addition, the robot with all its
physical parameters is modeled and simulated in the Robot Operating System (ROS) environment

Key words: Forward kinematics, inverse kinematics, adaptive multi-agent system, agnostic model
builder by self-adaptation.
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PoGoT KOJIBIHBIH, KEPi KWHEMATUKACHI YIIiH MYJIbTUAr€HTTIK OKBITY

By xymbicra Geitimeserin ken arenTTik kyite (Adaptive Multi-Agent System) rociiine meris-
JeareH poOOTTHIK MAHUITYASTOPFa apHAJFaH Kepi KHHEMaTHKa MOCEJIECiHiH IMIemnriMi YChIHBLIAIbI.
Bya seprreyme mynbru-areHTTIK Kyite Topt epkinaik jpexeci (DOF) 6ap poboT Koibl MeH exi
JIOHIeJIeriH bacKapyra KayarTbl. POOOTTHIK KaXKeTTi MO3UIHs YKoHe DarIapblHa YKeTYl YIITiH, OHbIH
KOJIBI M€H JIOHTeJIeKTePiHe aiffHa Ty OYPBINIbI MEH *KbUIIAMIBIK, TOPi3i TricTi KoMaHatap oepitei.
Komanmanmapabr ecenrey Typa »KoHe Kepi KnHeMaTHKa eceDiH IIernryMeH Tikeseil OailyIaHbICTHI.
AMOEBA-usbiH yitpeny keseniue jeiiia 0 aitnany Oypbiniraps 6ip N canbiaa mudpiianajibl. By
mapaMmeTp OoJKay Ke3eHiHjeri 6i3/1iH 6o/KaM KacalThbIH Heri3ri MoH OOJIbIT TabbLIa bl Y HpeHy
keseninye Agnostic MODEL Builder by self-adaptation (AMOEBA) xeprinikTi yirinepi 6ap »one
o3iH-031 GeifiM/Iell aJaThIH KOHTEKCTIK areHTTepAi KypaJel. BomkaMmaer MoH, Npreq, €cenTemiHin
aJIbIHFAHHAH KeifiH, aiffHary OYpBIMTAPBIHBIH KUBIHTHIFBIH aJTy VIMTH Kepi OareITTa mudp amrbLia-
bl ByJl >KUBIHTBIK POOOTTHIK, ATKAPYIIHI MEXAHU3MI, ATHA POOOT KOJIBIHBIH CAYCaK, YIITbl, KA2KETTi
TIO3UIINSA YKOHE OarmIapra »KeTyi VIITiH TOPT epKiHIiK JopeKesTi KOIbl MeH €Ki JOHTe/IeriHe KOMAaHIa
peringe Gepineni. ConbiMeH KaTap, poboT ©3iHiH 6apiblK (DUSMKAILIK HapameTpiepimed Robot
Operating System (ROS) opracbiiga MOJEIbICHE ] KOHE UMATAIUAIAHAIDL.

Tvyiiiu ce3nep: Kunemaruka, kepi KuueMaTnka, aJIalTHBTI KO areHTTIK XKyiie, 03iH-031 Oeitimaey,
ATHOCTUKAJIBIK, MOJIETb.
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MyabTunareHTHOe 0o0y4deHue [Jid oOpaTHO KMHeMaTUKU pPOOOTH3NMPOBAHHON PpYyKU

B mammoit crarbe mpeACTAaBIEHO permreHne OOpATHOM 3aJadn  KUHEMATHKH i poboTa-
MaHHITYJIsITOpa Ha ocHoBe noaxona Adaptive Multi-Agent System (AMAS). B srom uccienosanuu
MyJIBTHAT€HTHAs] CHCTEMa OTBEYAET 3a YIPABJICHUE MAHUIIYIATOPOM POOOTA C 9€THIPbMSI CTEIEeHS-
Mmu cBo6ogbl (DOF) u siByMsi MOTOPHU30BAHHBIMU KOJIECAMH, JaBasi COOTBETCTBYIONINE KOMAH/IBI,
TaKWe KaK YIJIbl ITIOBOPOTA M CKOPOCTH, JJIsi JIOCTUYKEHUS YKEJIAeMOTr0 TIOJIOXKEHUSI U OPUEHTAIAN
UCIIOJIHATETHHOTO MEXaHU3Ma, TO €CTh KOHIIEBOTO 3 dekTopa. Pacuer KoMaH 1 HAPSIMYTO CBSI3aH C
pelrreHneM mpsiMoit u odpaTHoit kKuHemaTuku. Ha srarme oby4uennst Agnostic MOdEL Builder myrem
camocrogrensaoii agantanun (AMOEBA) cosmaer areHTbl KOHTEKCTa, KOTOPble UMEIOT JIOKAJIb-
HbIE MOJIEJIA ¥ CIIOCOOHBI K CAMOCTOSTeNIbHOM ajanTaruu. [lepen mporeccom obyuenus AMOEBA,
YIJIBI TOBOPOTA, § 3HAYEHUsI, KOAUPYIOTCA B OJHO JHCJIO N, 9TOT IapaMerp siBJISETCs YKeJIaeMbIM
3HAYEHUEM, KOTOPOe MbI COOMpPaeMCcs IIpeCKa3aTh Ha dTale TporHo3npoBanus. [locie mosryaenus
IPEICKA3aHHOTO 3HAYEHNSA Npreq, OHO OyAET ITEKOAMPOBAHO OOPATHO, YTOOBI MOTYIATH HAOOP yT-
JIOB TIOBOPOTA, 338/ [aHHBIN KOHIIEBOMY HCIOJHUTEILHOMY MexaHu3my podorta. Kpome Toro, pobor co
BCEMU €ro (DU3MIECKUMHE [TapaMeTPaMU MOJIETIUPYETCs U cuMyupyercs B cpeje Robot Operating
System (ROS).

Kurouesbie cioBa: [Ipsvas kuaemaTnka, oOparTHasi KHHEMATHKA, aJATHBHAS MYJIbTHATCHTHAS
CUCTEeMa, HE3ABUCUMBII TOCTPOUTENIh MOJIEJIeH IyTeM CAMOCTOSITEIHHON aTAIITAIIUN.

1 Introduction

Nowadays the study and development of intelligent robots are becoming an essential part of
robotics. Many methods and approaches are aimed at making the robots fully automated and
independent of external impacts, such as neural networks and multi agent systems. Major
attention is paid to the motion of the robot, which, in turn, involves the study of kinematics.
The general objective of this research is to reach the desired point or target with end-effector
of robot with precise accuracy. In order to reach the goal, both forward and inverse kinematic
problems must be solved. The forward kinematics (FK) involves determining the position and
orientation of the robotic end-effector by giving values for each individual joint of robotic
manipulator. Vice versa, by knowing the position and orientation of the end effector, the
inverse kinematics (IK) is in charge with determination of values that must be set to the
joints, in other words, inverse kinematics is the inverse problem of forward kinematics. In
comparison with forward and the inverse kinematics, the solution of inverse kinematics
is much more complicated. The FK can be easily solved by performing linear algebraic
operations on homogeneous transformation matrices and has a unique solution. However,
due to the complex IK equations, which is strongly nonlinear, there is no single solution for
IK. As we mentioned, the IK is the main issue of robotics, and several methods are proposed
for its solution [1]. Many approaches to this problem lie on the analytical, algebraic, or
iterative methods, which give approximate results. Recently, much attention has been paid
to artificial networks and self-adaptive multi-agent systems. The controlling of the robotic arm
is considered as real-world complex problem and it cannot be solved by predefined model and
needs learning and self-adaptation. 'Multi-agent systems are particularly suitable to design
and implement self-organizing systems’ |2|. In this paper, Self-Adaptive Context Learning
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(SACL) recurrent pattern is applied to our problem. It consists of two mechanisms: Adaptive
mechanism, which perceives information from the environment and dynamically builds a
model describing the current context and its transformation Exploitation mechanism, which
decides what actions to perform over the environment .

For building a dynamic model in adaptive mechanism, Agnostic MOdEI] Builder by self-
Adaptation (AMOEBA) is used. AMOEBA is based on AMAS approach. In order to be able
to build a model, AMOEBA must learn on data provided by simulation or FK problem,
which makes it supervised learning. In the final application, the multi-agent system will be
integrated with machine learning, the function of which is to process an image, taken from
the robot’s camera, identify the target point and compute its distance and position relative
to the camera. The integration of a machine-learning application with multi-agent system
is another key feature of the project. The position of the button and the robot with all its
physical parameters are simulated in ROS environment. Motivating Example. Figure 1 shows
the real problem of the work. Consider a robot inside an elevator, the starting position and
orientation of which are known. The robot’s camera, which is attached on the end-effector,
takes a picture of buttons in the elevator and the robot needs to press the desired button. Once
the picture of elevator buttons is taken, the machine learning software identifies the desired
button and calculates its position (z, y, z) with respect to the camera. The coordinates
of the button are then sent to the multi-agent system. Multi-agent system is responsible to
control the 6 servo motors: 4 for robot arm and 2 for wheels. Taking the positions received
from ML as input data, the multi-agent system solves IK problem to get rotation angles for
each joint, 0y, 6, 6, 05. The servo motors are given an angle setpoints and they rotate and
maintain to reach this setpoint:

mage 00,01,02,03

CAMERA %€ coord 225 AMAS 22222 Robot Arm.

Compute o sovo
ooy target button

Dt i pos ot e
‘camora with espectio e

Figure 1: The robot in an elevator, identifying the desired target and tries to reach it

Figure 2 contains a snapshot of the real robot with four degrees of freedom (DOF) arm
which is placed on the platform. The platform has two motorized wheels and one castor
wheel.
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Figure 2: The picture of the real robot with 4 DOF named TwIRTee

2 Simulating Physical Model of Robot under Robot Operating System (ROS)

This section describes the simulation model of the TwIRTee robot under ROS/Gazebo. This
model includes the robot chassis with its two motorized wheels, the robot arm, and the
Light Identification Detection and Ranging (LIDAR). It gives the procedure to setup the
environment and to interact with the simulation via the com-mand line and programmatically.
The two wheels are identical, so they are modeled using a macro with a parameter, "tY "that

wheeRadts

Figure 3: The local frame for the chassis definition

gives the translation of the wheel with respect to the Y axis. Each wheel is drawn in a local
frame that is obtained by a rotation of 7 radians along the Y and Z axis with respect to the
joint reference frame (see Figure 3). The robot is a set of links (such as the chassis described
previously) and joints. Let’s take the example of the robot arm that is fitted on top of the
robot, as show on Figure 3, with a close-up view on Figure 4.

The arm is composed of: 4 servo motors (the green boxes): link0, link1, link3 and link5;
two sets of "bars"(brown colored): link2 and link4; camera (in blue); "finger"(in red, at the
tip of the arm):

"link1_joint"joints "link1"and "link2"with a "revolute"joint;
"link3_joint"joints "link2"and "link3"with a "revolute"joint;
"link4_joint"joints "link3"and "link4"with a "fixed"joint.

In the model, the camera is represented by a simple blue box (see Figure 5).
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Figure 4: The robotic arm closed view
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Figure 5: The illustration of the camera attached to the end-effector (blue box)

This environment allows the complete dynamics of the system to be simulated, in-cluding
the effect of inertia: the simulator receives the angles for each joint and com-putes the position
of the arm and camera. Figure 6 shows the general idea of integrating the machine learning
part with the multi-agent system in ROS environment. There are many related works with
image processing and object detection and ML for image processing is quit out of this paper.
The main task is to tackle with multi-agent system, to make the multi-agent system learn
and self-adapt with precise accuracy.

3 Forward Kinematics

In robotics, forward kinematics is responsible for determining the final coordinates and the
direction of the end-effector relative to the global coordinate space. Let’s consider that the
initial position and orientation of each servo motor is known. Ho-mogeneous transformation
matrices with a dimension of 4x4 will be constructed from the base frame to the end effector
frame . These matrices consist of a 3x3 rotation matrix, that describes the orientation of
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Figure 6: The illustration of integration of MLL and AMAS in ROS environment

joints and their behaviors, and trans-lation vector. Further, linear algebra operations will
be performed on matrices to ob-tain FK results. In this section, more detailed solutions are
provided for the robot arm.

3.1 Kinematics for 4 DOF Robotic Arm

In our case, the robotic arm has 4 degrees of freedom (DOF). The robot is articulated
vertically with 4 joints. It has a stationary base, shoulder, elbow and wrist, where the base
joint rotates around the z-axis and the other three rotate around the y-axis. The position
of joints is represented in the three-dimensional Cartesian coordinate system and a local
reference frame is assigned to each joint. The coordinate frame assign-ment is shown in
Figure 7. In addition, it is necessary to assign a global coordinate frame to the base of the
robot [4] (see Figure 8). The servo motors in three-dimensional space can have movements of

Figure 7: The coordinate frame assignment of robotic arm
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rotation and translation. The homogeneous transformation matrix (H.T.M) with dimension
of 4x4 is constructed separately for each joint to describe its position and orientation relative
to the world coordinate system. The H.T.M is composed of 3x3 rotation matrix and 3x1
translation vector:

. W
0 0 0 1
— Rotational matrix describes the rotation of joints in Euclidean space. The rotation is

done about z, y and x axes through a counterclockwise angle #. The axis rotation
matrices for a rotation about z, y and x axes given, respectively [5]:

1 0 0
R.(0) = |0 cos () sin (6) (2)
0 —sin (0) cos(6)

cos (f) 0 sin (0)

R, (0) = 0 1 0 (3)
—sin () 0 cos()
cos (f) —sin(#) O

R,(0) = | sin(d) cos(d) O (4)
0 0 1

— Translation or displacement vector shows the location of each joint in the base frame.
The final translation vector is the answer of the FK problem. In order to obtain the
final translational vector, the transformation matrices of each joint are multiplied. The
sequence of multiplication is important, as it results in a trajectory generation step [5].

The transformation matrices of each joint are represented as ;1" (see Fig.8.):

1. Transformation matrix of base joint, rotates about z-axis:

1 0 0 Zo

o | 0 cos(bp) sin(6y) o

1= 0 —sin(6p) cos(6y) 2o (5)
0 0 0 1

2. Transformation matrix of shoulder joint, rotates about y-axis:

cos(f1) 0 sin(0;) x4
1 0 1 0 Y1
(

2= —sin (#1) 0 cos(61) = (6)
0 0 0 1
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Figure 8: The coordinate frame assignment of robotic arm in world space

3. Transformation matrix of elbow joint, rotates about y-axis:

cos(fz) 0 sin(fy) a9

2 0 1 0 Y2
3 —sin(fy) 0 cos(fa) 22
0 0 0 1

4. Transformation matrix of wrist joint, rotates about y-axis:

cos(f3) 0 sin(f3) w3
37 0 1 0 Y3

(
= —sin(f3) 0 cos(63) 23
0 0 0 1

5. Transformation matrix of end joint:

100%4
010 y
4
5T_ 0 0 1 Z4
000 1

Finally, the desired transformation matrix is obtained by multiplying all ;'-T matrices:

0

5T = 4T - 5T - 5T - 4T - 5T

(10)
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where 27" has the form of:

R3><3 (11>

N e 8

0 0 O

The (x, y, z) is the answer to the FK problem. The (z,, y4, 24) is the position of the
end-effector in the local coordinate space (see Figure 7) and (z, y, 2) is the position of the
end-effector on the world system, in another words, the coordinates of the end-effector are
translated to the global coordinate system.

The Implementation of FK on 4 DOF Robotic Arm Implementing the FK to determine
the final position and orientation of the end-effector is done in Python.

Suppose the arm of the robot is raised up initially. The rotation angles are given to
each servo motor, i.e. the rotation angle setpoints, (6, 61, 65, 63), are sent to the base,
shoulder, elbow and wrist. Depending on the given angles, the motors begin to rotate. The
final location of the end-effector is determined by the translation of the coordinate from the
local coordinate system to the global one. Input data is angular setpoint, the output is the
coordinates of the end-effector on the global system:

thet0:45, thetal:50, theta2:34, theta3:23
Translation matrix T:
[[-0.20673802 -0.70710678 0.67620958 0.19346298)

[-0.20673802 0.70710678 0.67620958 0.19346298)
[-0.95630476 0. -0.2923717  0.11533945]
[o. 0. 0. 1. 1

Finger end coordinates: [0.19346298 0.19346298 0.11533945]
Finger end coordinates with dofd fk function: [0.19346298 0.19346298 0.11533945]

Figure 9: The result of the example to check the correctness of implementation FK.

raised up and 6y = 45, 6; = 50, 0y = 34, 3 = 23 is given to the motors. The dark blue
curve is the final position and orientation of the arm manipulators. The final position of the
end-effector computed by FK is (0.19346298, 0.19346298, 0.11533945).
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4 Inverse Kinematics

Summing up the previous section, we can say that solving forward kinematics for robotic
manipulators is a fairly simple task, only linear algebra operations are performed on matrices
to determine the final position and orientation of the end-effector. The problem has one and
only one solution. However, when the final position and orientation of the manipulators is
initially given, and the task is to find the rotation angles for each joint, (g, 61, 02, 03),
the problem becomes non-linear and complex. This kind of task in robotics is called Inverse
Kinematics Problem. There are many approaches to solving inverse kinematics problem, e.g.
analytical solution, numerical methods, artificial neural networks and self-adaptive multi-
agent systems. In this paper, we propose Adaptive Multi-Agent System based solution for
solving IK problem.

5 Adaptive Multi-Agent System

To solve IK problem, we need to prepare a model which is responsible to predict the revise the
degrees of liberty and “rotation time”. However, due to the complexity of the problem, it is
difficult and expensive to solve using a predefined model; instead, we will use several agents,
an autonomous entities, responsible for predicting the result. A system where the agents are
plugged-in should be able to adapt to the environment and learn independently. The Adaptive
Multi-Agent Systems (AMAS) approach has been applied to designed and developed self-
adaptive multi-agent system. This approach aims at solving problems in dynamic non-linear
environments by a bottom-up design of cooperative agents, where cooperation is the engine
of the self-organization process |7].

6 The Self-Adaptive Context Learning Pattern

Our self-adaptive system is connected with a dynamic environment by a cycle of observations.
The main task of system is to receive the observations coming from the environment and find a
proper actions for the current state of inputs, which, in turn, is called the context [8]. This is a
context mapping problem. The Self-Adaptive Context Learning (SACL) is recurrent pattern,
based on the AMAS approach, the key feature of which is to solve the context-mapping
sub-problem. It is composed of two mechanisms, that interacts with the environment:

e Adaptation mechanism, is dynamically building a model, that describes the current
context and possible actions in it. |2, 8] It is related to the learning phase of the system
and its changes.

e Exploitation mechanism, is in charge with the selecting the most appropriate action in
the current context.

7 AMOEBA: Agnostic MOdEI Builder by Self-Adaptation

The building of the model in adaptation mechanism is performed by using Agnostic MOdEI
Builder by Self-Adaptation (AMOEBA), based on the AMAS approach. The model explains
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the interaction that occurs between the mechanism of exploitation and the environment [2].
The model receives a set of input data, we call it percepts, and produces one output. We call
the obtained result as prediction and the actual, correct result is called oracle.

There are two types of agents in AMOEBA [9]:

— Percept agents are responsible for the perceiving information from the environment.

— Context agents are in charge of determination the context, where a specific output
would be a good one.

AMOEBA learning phase is done by building the context agents. Each context agent
has its own validity range and local model. The validity range of the context agent is the
interval, where a specific output will be relevant [9]. If the received value of the percept
agent is included in the validity range interval, we say the validity range is valid for this
percept. The context agents have rectangular shape in two-dimension space (see Figure 10).
The local model is built separately for each context agent. When the validity range of the

=
||

Xrange

dataY

23UDAL

dataX

Figure 10: The context agents in AMOEBA

context agent is valid for the current perceived value, the output is calculated by using the
local model of that context agent. In this paper, the linear regression is used as a model. The
linear regression function computed using a set of points [9]:

p
Z TpUn +a (12)
n=1

where p is the number of percepts, x,, and v,, are the coefficients, a is the real number.
The creation of the context agent, the self-organization, the changing of the validity ranges,
the changing local model and the destroying itself is deeply described in reference [9].
Working Principle of AMEOBA. At first, AMOEBA must learn from examples with the
correct outputs. This approach of learning is called supervised learning. Once, the AMOEBA
is learned, it starts to predict the result for a new inputs.

Let’s look at the illustration taken from reference [9):

1. During the learning phase, AMOEBA uses incoming data to adapt and improve itself.
The specific data set with the correct result is given to AMOEBA. However, at the
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Figure 11: Learning phase of AMOEBA, with Figure 12: The exploitation step of
the given oracle (red arrow) AMOEBA, without labeled data

beginning, the oracle, actual result, is “hidden” from AMOEBA. The valid context
agent tries to predict the output, and checks the predicted value with the oracle. If it
was wrong, it adapts and improves itself by reducing its validity range or changing the
local model (see Figure 11).

2. During the exploitation step, AMOEBA receives a set of data without an oracle. Based
on the previous knowledge it provides an output (see Figure 12).

AMOEBA for the Inverse Kinematics Problem. In IK problem for the robot arm,
the input data are the final coordinates of the end-effector, (x, y, z), remember that in
practice these coordinates are taken from machine learning software. The output is a set
of rotation angles for each servo motor, (6y, 61, 02, 03). Then the servo motors execute the
given commands to achieve the (z, y, z) target position. This means that we must predict 4
parameters for the robot arm. However, AMOEBA learns to predict only one parameter at the
time. So, using four independent AMOEBASs to perform the learning of each parameter can
give physically unreachable commands to the robot arm because the correlation between each
parameter would be lost; e.g. to reach point (x,y, z) the arm has many ways to reach desired
point by varying its angles, a single solution is given by an arm configuration expressing
four angles which depend from each other in each configuration. If the learning process for
each angle is independent, the prediction for the angle will be non-correlated to the one
of the other angles, resulting in an “impossible” arm configuration. Therefore, in order to
preserve the correlation between the joint’s positions of the robotic manipulators, we decided
to encode the four angles (6y, 01, 62, 05) to one single number N. This number N is used as an
oracle in the learning process. Then, when the (x,y, z) coordinate is provided to the trained
system, the number encoding the joints angles is given as output, and decoded for the final
application.

In order to AMOEBA to predict values, the system need to be trained. Therefore, a
training data set should be provided.

Training Data for AMOEBA. The learning data for AMOEBA is built in Python
programming language. Several training sets of 100, 1000 and 5000 examples respectively,
are randomly generated in different files. The angle values uniformly cover the fallowing
ranges:

6y € (0; 1), 6, € (0;%),926 (o;%),ege (o%)
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For each example, the final position and orientation of the end-effector is calculated by
solving FK problem (see Figure 13). The result of FK problem is exact and stored in vector
(z, y, z)" form.

Figure 13: The resulting positions of the end-effector for 5000 randomly generated set of joint
angle values

Finally, each example used in the training file is a row in a table consisting in
Oy, 01, 05, O3, x, y, z parameters, and the respective encoding of the joint positions, given
that the learning ability of AMOEBA is limited by only one parameter. This means that, we
feed AMOEBA with data, that has the correct answers or oracles.
Encoding and Decoding of 6 Values. The process of encoding 6 values into a single number,
N, occurs before the learning process of AMOEBA. The number N is used as an oracle at
the learning stage (red colored) and at the predicting stage, this is the value that we aim to
predict. The value of Np,cgict is then decoded to retrieve Oypred, 01pred, Ospred and Ospred
(see Figureld).

Xieam

—>
Yieam

Zoam AMOEBA

encode
0y, 6,.6,, 6, —— N —>|

Xtast

learn

—
Yiest
AMOEBA

predict

!

N, decode Oypred,l,pred,O,pred,;pred

Z
test
—>

Figure 14: The role of encoding/decoding in the learning and predicting stages of AMOEBA.

Let’s see how 6 values are encoded. The movement of joints are limited within the following
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ranges:
T T T
b€ (0;7), 0, € (0; 5),026 (0; 5),936 (0; §>7

and the maximum value that angle can assume is 180°. This value, incremented by 1, is called
the base (B = 181). Finally, the value N is calculated:

N = 0y xB*) + (6, xB*) + (6, xB") + (65 xB) (13)

To decode N, we divide it by base B. The value in remainder is 3. In order to get 65, ¢; and 6,
the division process is repeated, but instead of N, quotient of previous division is used.
Example 1. Let’s encode and decode the set of angles:

0p=45°:0,=23"; f,= 54°:03=89"°

N=(45x181%) + (23x181%) + (54x181") + (89x181°) = 267601711

The four values of 8 are encoded in one N.
The decoding of N :

267601711+181 = 1478462 (remainder 89)

1478462+181 = 8168 (remainder 54)
8168-+-181 = 45 (remainder23)
45+181= 0 (remainder45)

The values in remainders are our angles, which we encode earlier.
Returning to our training data, let’s encode all the joint angles. Table 1 represents several
lines from the real dataset.

Table 1. A training data for AMOEBA

Oy | 61 | 65 | O3 x Y z N

7 |12 | 78 | 19 | 0.216441 | 0.026575 | 0.13153 | 5207239
72 | 18 | 36 | 74 | 0.059224 | 0.182274 | 0.20249 | 52637114
62 | 27 | 11 | 60 | 0.087914 | 0.165342 | 0.25034 | 45417750
53 | 48 | 83 | 72 | 0.101095 | 0.134158 | -0.027521 | 39033342
19 | 83 | 53 | 48 | 0.189071 | 0.065102 | -0.095592 | 14528118

Now instead of fourfold training for each §, AMOEBA will be trained once on the values of
N.

Learning Phase of AMOFEBA. In the problem of inverse kinematics for the robot arm,
AMOEBA starts learning by mapping (x, y, z) into cartesian plane. Note that: the oracle is
N. For each point, AMOEBA randomly produces a value N,,..q. If this value is closer to the
oracle, the validity range of context agent expands, and vice versa, if the difference between
the exact value of N and the predicted value of N is large, the range becomes smaller. If
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Figure 15: The illustration of context agents (red crosses are percept agents; the rectangles
are context agents). Each.
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Figure 16: 2D visualization of learning AMOEBA in JAVA.

the validity range of context agent is too small, AMOEBA decides that it is useless and the
context agent will be self-destroyed. Context agents with their local regression models are
illustrated on Figure 15.

Validation Phase. To estimate how well AMOEBA was trained, we need to provide
a testing dataset. Just like in training dataset, this file consists of 100 lines of
0o, 01, 09, O3, x, y, z, N values. However, at this stage we will use the oracle only to
calculate model error. This means that the input for AMOEBA is only x, y, z, remember
that at the learning stage, the input was x, y, z and oracle N. Based on previous knowledge,
AMOEBA predicts the value of N, the output is N.q. This output is then decoded to get
Oopred, Oipred, Oypred and Ozpred. Next, we simply solve FK problem for predicted joint
angles and obtain the predicted coordinates of the end-effector, (Tpreds Ypreds Zpred). These
steps are described in the following scheme:

input predic decode

z,y, 2 — AMOEBA — Npeq — bopred, 01pred, Oypred, Ospred

solve FK
? Lpred; Ypreds Zpred-

The performance of AMOEBA was determined based on the Euclidean distance of two
points and the mean squared error (MSE) between the predicted output and the expected
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output.

8 Experimental results

First of all, I generated 3 training datasets for AMOEBA with 100, 1000 and 5000 rows of
values. To find the corresponding localizations, the problem of forward kinematics has been
solved and for each row, the values of § were encoded into a single N (see Tab.2). These data
were then transmitted to AMOEBA, so that it could learn. After each training with the data
of different sizes, another testing dataset is given, to check the correctness the model.

Table 2. An example of learning data for AMOEBA

0o |01 ]| 0205 = | y N

7 | 16 | 19 | 19 | 0.15 | 0.02 | 0.3 | 5234329
81 | 65 | 63 | 54 | 0.03 | 0.2 | -0.05 | 59581224
78 | 9 | 68 | 17 | 0.04 | 0.21 | 0.18 | 56941037
30 [ 21 | 13 | 12 [0.13 | 0.08 | 0.3 | 22041282
55 | 2 | 82 | 87 | 0.09 | 0.13 | 0.116 | 40118667

Once AMOEBA is trained, the validation phase is conducted. Tables 3, 4 and 5 show the
results of validation stage after training with 100, 1000 and 5000 data rows, respectively.

Table 3. After training AMOEBA with 100 rows of data, the mean Euclidean distance is
0.33 and the > MSE = 0.03.

x vy z Nprea | 0op | 01p | 02p | O3p | =) Yp zp | ED | MSE
0.15] 0.02 | 0.3 9720459 | 13 | 30 5 9 |0.17]0.04| 0.3 |0.020.001
0.03 | 0.2 | -0.05 | 55375708 | 75 | 8 | 45 | 58 | 0.05| 0.2 | -0.1 | 0.05 | 0.002
0.04 | 0.21 | 0.18 | 59999713 | 82 | 27 | 33 | 43 | 0.03 | 0.22 | 0.2 | 0.03 | 0.001
0.13 ] 0.08 | 0.3 | 27920717 | 38 | 27 0 17 10.12{0.09 | 0.31 | 0.02 | 0.00
0.09 | 0.13 | 0.116 | 37979806 | 52 8 77 | 76 | 0.11]0.14 | 0.11 | 0.02 | 0.01

Table 4. After training AMOEBA with 1000 rows of data, the mean Euclidean distance is
0.12 and the Y MSE = 2.66.

x Yy z Nprea | Oop | 01p | 02p | O3p | x, | y, | 2, | ED | MSE
0.15 | 0.02 | 0.3 | 5250410 7 18 | 17 | 80 | 0.16 | 0.02 | 0.25 | 0.05 | 0.003
0.03 | 0.2 | -0.05 | 59594295 | 81 | 67 | 28 | 75 | 0.04 | 0.25 | 0.03 | 0.09 | 0.009
0.04 | 0.21 | 0.18 | 57170504 | 78 | 38 7 74 10.04 | 0.21 | 0.21 | 0.03 | 0.001
0.13 ] 0.08 | 0.3 | 21849462 | 29 | 87 | 41 | 72 | 0.18 | 0.10 | -0.1 | 0.39 | 0.147
0.09 | 0.13 | 0.116 | 40903374 | 56 9 71 | 84 | 0.10 | 0.15 | 0.13 | 0.02 | 0.001
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Table 5. After training AMOEBA with 5000 rows of data, the mean Fuclidean distance is
0.1 and the > MSE = 3.12.

T Y z Nprea | 0op |01p | 02p | O3p | =, | y, | 2, | ED | MSE
0.15 1 0.02 | 0.3 | 5229175 7 15 | 51 | 85 [0.19 | 0.02 | 0.16 | 0.14 | 0.021
0.03 | 0.2 | -0.05 | 59609975 | 81 | 69 | 23 5 10.05]0.29 | 0.07 | 0.15 | 0.023
0.04 | 0.21 | 0.18 | 56898316 | 78 4 43 | 46 | 0.03 | 0.16 | 0.25 | 0.08 | 0.008
0.13 1 0.08 | 0.3 |22157307 | 30 | 35 | 42 | 27 | 0.22]0.13 | 0.15| 0.18 | 0.033

0.09 | 0.13 | 0.116 | 40903374 | 56 9 71 | 84 |0.10 | 0.15 | 0.13 | 0.02 | 0.001

With the help of testing data, we can compute the Euclidean distance between two points,
(2, y, 2) and (2,04 Ypreds Zprea). With an increase in the training data, the mean Euclidean
distance decreased, and the sum of the mean squared error increased (see Figure 17). The
explanation for this is closely related to the number of context agents. When we try to
train AMOEBA with more data, it also tries to build a perfect model. Thus, it breaks down
the initial context agents into several small ones. When we have more context agents than
necessary, our model becomes overfitted. On the other hand, we can notice that the values of

o 1000 2000 3000 4000 5000 6000

Data size

Figure 17: The graph of mean squared error of different data size.

Npreq are approximated to the real values of NV and that AMOEBA always perfectly coincides
with the first angle. So, I found that the order of # values at the encoding stage is highly
important, since when encoding, the first value is multiplied by the highest base accordance
with equation (|12)).

Returning to the problem, at the encoding stage, we need to encode so that each 6 is

occurred first in order (see Figure 28).
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Figure 18: At the encoding step, we encode so that each 6 will be first in order.

For each N, we create 4 independent AMOEBAs. Note that in this case all links and
relations will be preserved between 6 parameters. Further, all other steps will be the same for
this learning. Only, at predicting stage, we select the better values of # from each independent
learning. Table 6 shows the testing phase results after training AMOEBA with 5000 data
TOWS.

Table 6. The result of validation phase, after training AMOEBA with 5000 lines of data.
To obtain this results, learning is done independently of each other with the oracle N.

T Y z Oop | 01p | O2p | O3p | Tp | y, | 2p | ED | MSE
0.08 | 0.18 | -0.05| 67 | 50 | 69 | 31 | 0.09 | 0.21 | 0.00 | 0.06 | 0.004
0.04 | 0.17 | -0.11 | 78 | 8 | 56 | 65 | 0.04 | 0.17 | -0.1 | 0.01 | 0.000
0.20 | 0.16 | -0.04| 39 | 69 | 26 | 37 |0.22|0.18 | 0.04 | 0.09 | 0.007
0.18 | 0.11 | 0.19 | 31 | 34 | 18 | 56 | 0.19 | 0.11 | 0.21 | 0.03 | 0.000
0.27 | 0.10 | 0.10 | 56 9 71 | 84 | 0.15]0.06 | 0.29 | 0.23 | 0.052

The result of latter method is pretty impressive: after 5000 learning, >~ MSE = 0.008
and average Euclidean distance is 0.06.
Conclusion This study presented a detailed solution for inverse kinematics problem using

an Adaptive Multi-Agent System approach.
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To avoid parameter non-correlation, we encoded the output / input of the IK problem as

one base-dependent number. Using this approach, we were able to predict the position and
orientation of the robot arm joints, given a final position.

The results show that the size of the training set is relevant to the performances, as the

bigger it is, the model becomes more complex and the MSE increases. To make the error less,
four AMOEBASs were trained with the differently encoded labels.

This applications were aimed as a part of a more complex system, involving machine

learning techniques to identified a goal for a robot, and multi-agent system to elaborate the
robotic arm position to reach this goal.
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