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ON AN INVERSE PROBLEM WITH AN INTEGRAL
OVERDETERMINATION CONDITION FOR THE BURGERS EQUATION

In this paper we consider one inverse problem for the Burgers equation with an integral
overdetermination and periodic boundary conditions in a domain that is trapezoid. Using an
integral overdetermination, boundary and initial conditions, we reduce the inverse problem to the
study of an already direct initial boundary value problem for the loaded Burgers equation. Next, we
use a one-to-one transformation of independent variables to move from a trapezoid to a rectangular
domain, where we study an auxiliary problem, for which the methods of Faedo-Galerkin, a priori
estimates and functional analysis have been proved a theorem on its unique solvability in Sobolev
classes. Note that the obtained a priori estimates are uniform with respect to the summation index
of the approximate solution and do not depend on time. Further, on the basis of this theorem, due
to the correspondence of spaces, theorems on the unique solvability of the original inverse problem
are proved. Also, for the selected initial data, the paper presents graphs of the initial-boundary
problem for the loaded Burgers equation and the desired function of the inverse problem, which
together constitute the solution of the original inverse problem.
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B nanmnoit pabore HamMm wucciemyeTcs OfHa obpaTHasg 3aj@da JJIsd ypaBHEHH: DBroprepca c
MHTErpajibHbIM yCJIOBUEM IIE€PEOIpEeeIeHrs U [MEePUOJUIECKUMU TI'DAHUYHBIMU YCJIOBUSIMU B
objlacTu, TpeACTaBJIeHHON Tpameryeit. Vcmomb3yst MOMOJHATEIFHOE WHTErpajJbHOE YCJIOBHE,
FPAHUYHBIE W HAYAJIBHBIE YCJIOBUsSI MBI OOPATHYIO 33/1a9y CBOIUM K HCCJIEIOBAHUIO YK€ MPSIMOi
Ha4YaJbHO TPAHMYHON 3aJa4uu JJjisd HarpyKeHHoro ypasHenusi bBioprepca. lasiee ¢ moMoIsio
B3aMMOOTHO3HAYHOr'O [1Pe00PA30BAHNS HE3ABUCUMbIX IIEPEMEHHBIX MBI IIEPDEXOINM OT TPALelu K
PSIMOYTOJIbHO obstactu. Ul y2Ke B 3T0#l 06/1aCTH MBI HCCIIELyeM BCIIOMOTaTeIbHYIO 3a/aMdy, I
koropoit meromamu Daeno-lamepkuHa, ampUOPHBIX OIEHOK U (PYHKIIMOHAJIBHOIO aHAJIN3a ObLIa
JoKa3aHa TeopeMa 00 e€ omHO3HAUHON paspermmmoctu B Kiaccax CoboseBa. Ormernm, 9TO TO-
JIyI€HHBIE AllPUOPHBIE ONEHKH SBJISIIOTCS PABHOMEDHBIMUA OTHOCHTEIBHO HMHIEKCA CYMMUPOBAHUSI
IPUOJIMKEHHOTO PEIlleHnsl U He 3aBUCAT OT BpeMeHH. /lajiee Ha OCHOBe JJAHHOII TEOPEMBI, B CHJLY
COOTBETCTBHS IIPOCTPAHCTB JIOKA3BIBAIOTCA TEOPEMbI 00 OJIHO3HAYHON pPa3permMOCTH HUCXOJHOM
obpatHoit 3aaun. Takzke MbI JJIsd BEBIODAHHBIX HAYAJBHBIX JAHHBIX B paboTe MPUBOINM TpadUuKn
HAYaJbHO TPAHWUYHON 3a/a49d I HATPYKEHHOrO ypaBHeHHMs bBioprepca m mckomoii dyHKIun
oOpaTHOM 331841, KOTOPbIE BMECTE COCTABJISIIOT PEIeHNe NCXOTHOM OOpaTHON 3aIa4M.

Kurouesbie cioBa: ypasuenne bioprepca, obpaTHas 3ajada, alfpuoOpHBIE OIeHKN, MeTos, ['aep-
KUHA.

Introduction

The simplest equation combining both nonlinear propagation effects and diffusive effects is
Burgers’ equation

Ct + CCp = VCyy. (1)

For the first time, this nonlinear parabolic partial differential equation was introduced by
J.M. Burgers [16] in 1948. Since then, the study of the Burgers equation has a long history,
which is noted in many papers. Here we present only a small part. In [7] it was shown that
(1) is an exact equation for waves described by

P+ ¢ =0, ¢=Q(p) —vp,,

in the case that Q(p) is a quadratic function of p. Although the Burgers equation is
unphysical [12], it is nevertheless relevant to various areas of applied mathematics, such
as fluid mechanics, nonlinear acoustics, gas dynamics, and traffic flow [5,10]. An important
role in mathematical physics is played by various modifications of the Burgers equation, such
as the generalized Burgers equation [6, 14, 21|, Burgers-Fisher equation [34|, Korteweg-de
Vries-Burgers equation [32,39], Rosenau-Burgers [22,36] and others. The Korteweg-de Vries-
Burgers equation is obtained when in the models describing propagation of undular bores in
shallow water and in fluids containing gas bubbles a smoothing effect is added and produces
a third phenomenon, dissipation (second-order term) [3,17]. Since the Burgers equation, in
a sense, is a one-dimensional simplified analogue of the Navier-Stokes equation, the Burgers
equation is very often used as a test example for Navier-Stokes [20, 33].

As for the problems with periodic conditions for the Burgers equation and its modification,
in the work [31]| they were derived to simulate wave propagation in a prestressed thick elastic
tube filled with a viscous liquid using the long-wave approximation and the perturbation
method. Such problems also arise in hydrodynamics as models of long waves in a viscous
liquid flowing down an inclined plane, and to describe drift waves in plasma [18].
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The applied importance of inverse problems is so great (it arises in various fields of human
activity: seismology, mineral exploration, biology, medicine, quality control of industrial
products, etc.) that puts them in several urgent problems of modern mathematics. The variety
of inverse problems in comparison with their direct counterparts is huge. And many inverse
problems that were derived from classical and basic direct problems are still waiting for
theoretical and numerical research. Here we will also focus only on some of them.

In the works [1,2,8,9,19,23,24] questions of the solvability of the inverse problems of
determining the right-hand side and the unknown coefficient of the desired function with the
integral redefenition condition are studied. Among the recent papers on inverse problems for
the Burgers equation, we note only [11,30]. In the work |2] and [9] were considered the inverse
problems heat conduction and the Burgers equation with periodic boundary conditions.

It is known that by the Hopf-Cole transformation [4,13] the Burgers equation can be
reduced to the heat equation [11,25,28]. Theorems on the existence, depending on the initial
and boundary conditions, of a unique and non-unique solution to the inverse problem for
the one-dimensional Burgers equation in a rectangular domain were proved in [11]. Similar
results for the direct problem for the Burgers equation:

(2)

{wt—i—wwz—wmzo, O<zx<t, t>0,

w|m:0 =0, w|x:t = 0.

but already in the angular domain were obtained in |25, and it was shown that boundary value
problem (2) in the corresponding weight Lebesgue class, where the weight is determined by
the nature of the degeneracy of the domain, along with the trivial solution, has a nontrivial
solution. In [28] the results obtained in [25] were extended to the case of inhomogeneous
boundary conditions.

On inverse problems for parabolic equations in degenerating domains, we can note the
works [26,27,29].

As regards boundary value problems for the Burgers equation in domains that are not
rectangles, we would like to mention the closest works [37,38,40]. In work [37] in the non-
rectangular domain that can be transformed into rectangle, the correctness of the boundary
value problem for the Burgers equation was established in Sobolev spaces. These studies
were continued in work [38|, where the boundary value problem is already considered in a
degenerate triangular domain. In [40] new regularity results for the non-homogeneous Burgers
equation in domains that can be transformed into rectangles were obtained.

In this paper, in contrast to work [40], we consider the inverse problem for the Burgers
equation in the non-rectangular domain that can be transformed into rectangle. The
solvability issues of the inverse problem for the Burgers equation and associated initial
boundary value problem for the loaded Burgers equation are studied in Sobolev classes. The
results obtained for the latter problem are used in proving theorems on the unique solvability
of the inital inverse problem. A separate work will be devoted to the inverse problem in a
degenerating domain.

The paper is organized as follows. Section 1 is this Introduction. Statements of the
generalized initial boundary value problem for the loaded Burgers equation, the original
inverse problem, and associated with it initial boundary value problem for the loaded Burgers
equation are given in Section 2. The main results are also given here. Section 3 is devoted
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to the proof of the theorem on the unique solvability of the generalized initial boundary
value problem for the loaded Burgers equation. Theorems on the solvability of the inverse
problem and the associated initial-boundary value problem are proved in Section 4. Graphs
of the solution to the initial boundary value problem for the loaded Burgers equation, the
initial inverse problem, and the desired function are presented in Section 5. A brief conclusion
completes the work.

1 Statements of the problems and main results

Recall that LP(0,t) and H™(0,t) are the usual spaces of Lebesgue and Sobolev [15], for
1<p<oo,te (ty,T), ty >0 and m € Z. We introduce the notation, Vt € (to,T):

H2.,.(0,t) ={w e H*(0,t) : w(0,t) =w(t,t), 0,w(0,t) = d,w(t,t)}.

per

The article is concerned with the following two questions: the first one is to study the existence
and uniqueness of the solution to the inverse problem for Burgers equation in the domain
Qu ={x,t|0 <z <t tog<t<T < oo, tp >0} where Q = {0 <z <t ty >0} isa
cross section of the domain @), for a fixed value of the variable t € (¢y, T): to find a couple
of functions {u(z,t), A(t)} from the conditions

Oyu + udyu — v*u = Nt)f(x), (z,t) € Qu, (3)
P u(0,t) = P u(t,t), 1=0,1;t€ (t,T), (4)
u(z,tg) =0, x € (0,1p), (5)
/ Cuet)de = E(D), 1€ [to,T]. (6)

where v = const > 0 is a given constant and functions f(z), E(t) satisfy the conditions
f(z) € L®(to, T; L=(0,1)) = L®(Qu), f(t) = [ f(z)dw # 0, Yt € [to, T,
E(t) € Wh(t,T).

Note that (7) implies: f(t) € L=(to,T) and there exists such e that |f(t)] > ¢ > 0, Vt €
[to, T'.
Integrating the equation (3) with respect to x over the sections €2; we will have

(7)

E'(t) —u(t,t) = A1) f(t), t € (to, T),
and for the unknown function A(t) we have the following formula:
1 E'(t)
—, t) = — . 8
CIRNIO ®

Thus, from (3)—(5) and (8) we obtain the following initial boundary value problem for the
loaded Burgers equation

A(t) = —h(t)u(t, t) + g(t), t € (to,T), where h(t) =

Oyu + udyu — vo2u + h(t) f(x)u(t,t) = g(t) f(x), (z,t) € Qu, 9)
P u(0,t) = P u(t,t), 1=0,1;t€ (t,T), (10)
u(z,to) =0, x € (0,t). (11)

The following theorems are valid:
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Theorem 1 Let conditions (7) be met. Then initial boundary value problem (9)—(11) has a
unique solution

u € Hyy(Que) = {L2(to, T H,

per per

(0,8)) N H' (to, T; L*(0,¢)) } -

Theorem 2 (Main result) Let conditions (7) be satisfied. Then the inverse problem (3)-
(6) has a unique solution

u € Hyo(Qu) = {L%(to, T; Hp, (0,1)) N H (0, T5 L2(0, 1))}, A(t) € L®(to, T),

per per

where u(x,t) is a solution to the initial boundary value problem (9)—(11), \(t) is determined
by formula (8).

The second question concerns the following generalized initial boundary
value problem for the loaded Burgers equation in a rectangular domain @Q, =
{y,t| y €(0,1), t € (to,T), 1o >0, T < o0}

Oyw + a1 (H)wdyw — az(t)Fpw + as(y, t)Oyw + au(y, hw (1, t) = q(y, 1), (12)
Fw(0,t) = w(l,t), j=0,1;t€ (to.T), (13)
w(y7t0) = 07 0< y < 17 (14)

where q(y,t) € L*(Qy). We also assume that there are positive constants ¢;, i = 1,6, that
the given functions a1 (t) € C*([to, T]), as(t), az(y,t), dyas(y,t),as(y,t) € C(Qy) satisfy the
conditions

all(t) S 07 €1 S al(t) S €2, €3 S CLQ(t) S &y, vt € [t07T]7

15
0y, )] < 25, 10,a3(9,8)] < 25, laaly, )] < 6, ¥y € (0,1), ¥t € [fo, T]. (15)

Theorem 3 Let ¢ € L*(Q,:) and conditions (15) be satisfied. Then initial boundary value
problem (12)—(14) has a unique solution

w € Hy(Qu) = L*(to, T; Hy, (0,1)) N H' (t, T; L*(0, 1)).

per per

2 Proof of Theorem 3

First, we prove a theorem on the unique solvability of a generalized initial boundary value
problem for the loaded Burgers equation in a rectangular domain. The results obtained for the
latter problem are used in proving theorems on the solvability of the initial inverse problem.

2.1 Approximate problem

Let us multiply the equations (12) scalarly in L*(0,1) by the function v € H2,.(0,1). As a
result, taking into account the initial (14) and the boundary conditions (13) we will have a
weak formulation of the problem (12)—(14):

1 1 1

1
/8twvdy+a1(t)/w8ywvdy+ag(t)/8yw8yvdy/a3(y,t)8ywvdy+
0 0 0

0
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1

1
) [ty tedy = [ qudy, o e H2 0.1 (16)
0
0

w(y,to) =0, y € (0,1). (17)

To apply the Faedo-Galerkin method, we need to solve the following spectral problem:
~Y"(y) = XY (y), y € (0, 1), (18)

Y(0)=Y(1), Y'(0)=Y"(1). (19)
The solution to the problem (18)-(19) is a system of orthogonal eigenfunctions Yy (y) =

(™) with eigenvalues \? = (27k)%, k€ Z, Z = {0,4+1,£2,...}.
We introduce the following approximate solution

N

eny(DY5(9), wnly,to) = Y en(to)Ys(y), (20)

-N j=—N

NE

WN (yv t) -
J

which we will satisfy the problem (16)—(17):

1

1 1
/@wNdey+al(t)/wNﬁwadey—kag(t)/8wa8yY}dy—|—/ag(y,t)ﬁwaY}dy
0 0 0

1

0

1

1
+wN(17t)/ as(y, t)Y;dy = /qudy, j=—-N,N, (21)
0

0

'LUN(y,tO) = 07 Yy € (07 1)a (22)
for all ¢ € [to, T7.

2.2 Solution of the approximate problem (21)—(22)
Lemma 1 The problem (21)—(22) has a unique solution Cy = {cn;(t)}L_y.

Proof. As we have mentioned earlier, the system of functions {Yj(y)},., forms an
orthogonal basis in L?(0,1). Let Wy be Gram matrix, and (-,-) the scalar product L?(0,1),
then for any finite N there is

det{Wi} = [(Ya(y), ;) = _n # 0.
Next, if for all ; = —N, N we introduce the notation
GN(t) = {(b(t)}, .] = _N7 N7 PN<t) = {p](t)}’ .] = _N> N7

On(t) = {en; (1)}, 5= =N, N Ax = (8,Ya(v),0,Y;(v)y = n
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where
1 1
4(t) = / )y, py(t) = —ar (1) / wnd,waY;(y)dy
0 0
1 1
_ / as(y, D)0,ww (4, )Y, (y)dy — wy(1,1) / as(y. )Y;dy, j = —N. N,
0

then the problem (21)-(22) will be equivalent to the following Cauchy problem for a finite
system of the following nonlinear ordinary differential equations

CL(t) = Wi [—az() ANCw (£) + Pu(t) + Gu ()], Cn(to) = 0. (23)

Since ¢(y,t) € L*(Qy), then ¢;(t) is a square-integrable function, and the function p;(t) well
defined. In this regard, the Cauchy problem (23) is uniquely solvable on some interval [tq, Tp],
where Ty < T. However, because of a priori estimates from Lemmas 2—4 in Section 2.3, we
get that the solution C'y(t) can be continued to a finite time 7'

Thus, for each fixed finite N we find the functions Cy(t) = {cn;(t), j = —N,N} as a
solution to the Cauchy problem (23), and with them the unique approximate solution wy (y, t)
of problem (16)—(17). Lemma 1 is fully proved.

2.3 A priori estimates for the approximate solution (20) of problem (21)—(22)

To further prove Theorem 3, we need to prove a number of lemmas on a priori estimates.

Lemma 2 There is a positive constant K1, independent of N, that for allt € (to, T| there is
an estimate

t
HwN(%t)H%%o,l) té3 / 10w (y, 7’)”%2(0,1)‘” < K. (24)

to
Proof. Multiplying (21) by cy;(t), and summing the result by j from —N to N, we get

1

1 1
/!wN(y,t)IQderaz(t)/Ié’yww(y,t)lzdyz —/as(yi)@ywzv(y,t)wzv(y,t)dy
0 0

0

1d
2dt

1

—wN(l,t)/O a4(y7t)wzv(y,t)dy+/Q(y>t)wzv(y,t)dy- (25)

Now, integrating (25) by t from ¢y to ¢ and using e-Cauchy inequalities

1
2
£3 £
—/a3(y7t)@wa(y,t)wN(y,t)dy < S loywn(y, Oz + g—zllwzv(y,t)lliz(o,n,
0
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1

/ ol Dy, Oy < 3y, Oz + 5 lon (s, Dl
0

1
_wN(17 t) / a4(y7 t)wN(y7 t)dy < 56|’wN(]-) t)| ||wN(y7 t)||L2(0,1)
0
< eel|wn (Y, )l ) llwn (Y, )l z20,1) < 56(\|wN(y; )l 220,
10y (.1 ||L2<o,1>) s (9, )l 200

52
< ( ; —) o a0y + S0y ()

we will have

o Do) + 3 / 10y (722 0.0,

to

< Ao [ oo laondr+ [ latw ) dr (26)

to to
where Ay = (@ + 2¢e6 + 1). By using estimate (26) we establish the required estimate

of the Lemma 2 where K; depends only on Ay and ¢, and does not depend on N.

Lemma 3 For a positive constant Ks, independent of N, for all t € (to,T| there is an
inequality:

10w (5, ) Z2(0.1) + €3 / 10w (5, T L2010y d7 < Ko (27)

Proof. Considering equality

N N

Z CNJ)‘ZY( )= — Z CN]aQ i(y) = —3§wN(y,t),

j=—N j=—N

which follows from (18), (20) and multiplying the equality (21) by ch)\i, then summing the
result by j from —N to N, we get

1d
2dt

= ar(t) (wn (v, 09,wx (9,1, Bwn (y. 1)) + (as(y, )9y, 1), O (y.1))
+wn(1,1) (as(y, t), Bwn (y, 1)) — (q(y, 1), Bwn (y, 1))

—loywn (. D)l + a2 ()10 wn (Y, D)2, =
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< &

(w0 (w00, {y. 1), R (y,0)) | + 5 | (B0 (9.), B (y,1)|
eslww (L Ol (y, ) 2o + | (aly, 1), Sy, 1) (28)

First, we will consider estimates of nonlinear terms in (28). We have

’(wN(y,t)awa(y, t), iwn (y, ))’

< Nwn (y, 1) a0 02w (y, 0] 20,0 | 0ywn (y, ) | Lao,)
< Nlwn (Y, )|l o0 10w (Y, )l 10,0y |0y wn (Y5 ) || L4 0,1)- (29)

Further, taking into account the interpolation inequality from ( [35], Theorems 5.8-5.9, p.140—
141), Vo,wn(y,t) € H'(0,1)

1/2 1/2
eallOywn (y, )l a0y < ClAywn (v, ) 101 100w (. 8) [ ot 1)

from (29) we will get

€2 )(wzv(y,t)é’ywzv(y, t), 02wy (y, ))‘

1/2
< Cllon(y, Dl s 10, (. ) 15750 1 190w (Ol 0.1,

< 23wy, ) + | 3

where A; = 2C* and the boundedness of ||wx(y,t)||14(0,1) follows from Lemma 2:
3

+ Aullwx (Y )l Lo | 1008 (Y Ol 720,); (30)

lwn (Y, )| 20,1y < (T — 750)1/4||7JJN(?J775)||L<>o(0,1) < Collwn(y, )|l a0y < K.

Here we used Young’s inequality (r=* +s7! =1) :

MHWZ'@”TU(W“%)‘SQ

0

VS
98| |7
where ¢ = &, rz%, s =4,

3/2 1/2
U =10, (y. Ol 0s > V = C (. )l o 10wy (. Ol oy -

Next, for the last three terms of (28) we will have:

£3 2e?
o (Bt 0,850 | < L 3Rn Dl + 0 IOn Dl 3D

2e2 €
es|lwn (L 0)][|07wn (v, t)] 20,1y < 8—6\wN(17t)\2 + gSHa;wN(yaf)HL?(o,l)
3

K1 \? 256 €31 A2
< —_— 3 2 32
> <K> s H wN<y7 )HL (0,1)> ( )
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3 2
[(a(y: 9), o (v, 1) | < FI9wn(y: Dllzaon + e, Oz, (33)
The estimate (32) follows from Lemma 2 and inequalities
Klwy(1,1)] < Klwx(y, )|l 220,72 01) < 1oy @, )| 2o msm o, < K1, (34)

where K is the constant from Lemma 2.
From (28), (30)—(33) we will have

d
10wy, D)720.0) + sl Fpwn (Y, D220y < A2llaly, D22

€3 4¢?
2 2l + 22 10y 0 )+ )

2
where A, = %, Ky = <%) %, or, integrating (35) with respect to t from ¢ to ¢, we will

get

t
10y wn (. )13 20.1) +53/Hﬁjwzv(y,f)Hia(o,l)dT < Aslq(y, )ll72(0,0
to

t

+/%WWMWWﬂﬁmwh+%@—m% (36)

to

where As(t) = % + 2As | (y, [ 44 o1 + 2 and As(t) € L¥(to, T).

From the inequality (36), similarly as in the proof of Lemma2, we obtain the desired
estimate (26) where K, depends on As, As(t), q(y,t), Ko, and does not depend on N.
Lemma 3 is fully proved.

Lemma 4 For a positive constant Ks, independent of N, for all t € (to,T] there is an
inequality:

||ath(y7t)H%2(Qyt) < K. (37)
Proof. Let us satisfy the equation (12) to the approximate solution wy(y, t):

dwn + a1 ()wnOywn — ax(t)Dowy + az(y, t)Oywy + as(y, hwn(1,t) = q, (38)
From the equation (38) we obtain

10wl 120, < e2llwndywnllr2,) + calldiwnlr2(g,. + €sll0ywnllr2(g,0

K
+56?||w1v(y7t)||L2(to,T;H1(o,1)) + gl z2@ye)» (39)
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Hence, given the Lemmas 2 and 3, we get
S 1/2
lundyuxlia, = | [ [ lusPlousdsie | < | [ loxidQ,
to 0 Qut
1/2
/ |8wa|4det < Cllwy ||%4(Qyt) 10y wn || 2 (to,1;11 (0,0)) |0y wn || L2 (10,7, £2(0,1))

Qyt

Cy
< 9 [H@ wN||L2 (to,T;H1(0,1)) T ||a wNHL2 (to,T5L2(0,1)) < (1 K. (40)

The estimate (37) follows from (39), (40) and from the statements of Lemmas?2 and 3.
Lemma4 is fully proved.

2.4 Unique solvability of the problem (12)—(14)

Lemmas 2-4 show that sequences of Galerkin approximations
{wy(y,t), N=0,1,2,..} and {Qwyn(y,t), N =0,1,2,...}
bounded in spaces

L>®(to, T; H(0,1)) N L*(to, T; H?

per

(0,1)) and L*(to, T; L*(0,1)),

respectively. Thus, we can extract weakly converging subsequences (for which we will keep
the former index designations N):

wy(y,t) = w(y,t) weakly in H'(to,T; L*(0,1)) N L*(to, T; H7,,.(0,1)), (41)
wy(y,t) = w(y,t) strongly in L*(ty, T; L*(0,1)) and a.e. in Q,, (42)
wy(1,t) — w(l,t) strongly in L*(ty, T). (43)

Lemma 5 Let conditions (15) and q € L*(Q,) be satisfied. Then initial boundary value
problem (12)(14) has a weak solution in space H2 (Qy).

Proof. Let us introduce the notation v;(y,t) = ¢(t)Y;(y), where Yj(y) €
H2 (0,1), o(t) € C°([ty,T]). Now, multiplying the integral identity (21) by the function

per

©(t) € C*([to, T]) and integrating the result with respect to ¢ from tq to T', we will have

// [ath + a1 (t)wnOywn — a2(t)8§wN + as(y, t)0y,wn

T o1
+wn (1, t)aq(y, t)] v; dy dt ://qvj dydt, ¥ o(t) € L*(ty,T), Yj=—N, N, (44)
0

to
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since the set of all linear combinations of v;(y, t) is dense in L?(to, T; H2,.(0,1)), then the

per
integral identity (44) can be rewritten as

[ [ 1o + ax®uxdyuy - aaft)zun + as(y. 00,0

to O

+wy (1, t)aq(y, t)]vdy dt = //qv dydt, Vo(y,t) € L*(to,T; H?,(0,1)). (45)

to O

In the integral identity (45) we pass to the limit at N — oo. In the expressions
corresponding to the linear terms of the equation (12), the transition to the limits is carried
out according to the ratios (41) and (43). As for the nonlinear term, here we have the following:

T 1 T 1
//a1 wWN 3/, awN(yu ) dyd I/Ch /wN y,
0 0

to to

—w(y, )0y y, tyo(y, £) dy dt + / / 18, wx (v, oy, ) dy dt

/ /1w Ddyw(y, H)o(y,t) dy dt, (46)

since according to (41) and (42) there is a limit ratio

T

/al(t) /[wN(y,t) —w(y, t)|0,wn(y, t)v(y,t) dy dt — 0.

to

So, passing to the limit at N — oo in the integral identity (45) and taking into account
the limit ratio (46), as well as the initial condition (22), we get

T 1
// 8tw—|—a1 (Hwoyw — as(t )6§w—|—a3(y,t)8yw
0

to

+w(1,t)ay(y, t)] vdydt = //qv dydt, Yu(y,t) € L*(to, T; H,,(0,1)), (47)
[t tv)dy =0, ¥o e 0.1). (13)

Thus, from (47)—(48) we get that the weak limit function w(y,t) satisfies the equation
(12), boundary conditions (13) and initial condition (14). Lemma is fully proved.



36 On an inverse problem with an ...

Lemma 6 Under the conditions of Lemma 5 the solution w € H2%(Qy) to initial boundary
value problem (12)—(14) is unique.

Proof. Let the initial boundary value problem (12)—(14) has two different solutions
wM (y,t) and w®(y,t). Then their difference w(y,t) = w(y,t) — w? (y,t) will satisfy the
following problem:

oyw + al(t)wﬁyw(l) + al(t)w@)@yw — ag(t)ajw

+a3(y, t)0yw + as(y, t)w(l,t) =0, (49)

w(0,t) = Fw(l,t), j=0,1;t € (to, T), (50)

w(y,ty) =0, 0<y< 1 (51)
According to Lemmas 2 and 3 we have

w(y,t) € L®(to, T; H'(0,1)) N L*(to, T3 HZ,(0,1)), i=1,2. (52)

Multiplying the equation (49) by the function w(y, t) scalarly in L?(0,1) and taking into
account (50)—(52), we get

1d !
5210 Ol + 020 10,100 o) = = [ aaly Oy
y 1
—al(t)/[ 20,w™ + wwo w| dy — w(l, t)/ as(y, t)wdy. (53)
0

0
Let us estimate the right-hand part of (53). According to (52) and by Lemma 2 we obtain:

1 2
€3 2¢e
— [ a0ty < 210,000l + 220l Ol (54
1
—al(t)/ [w?, w + wPwo, w] dy = —ay(t / 2w(1)w3yw + w(z)wﬁyw} dy
0 0
2e2 2 £3
< 5_32 2l 0,1 + 0P| 0] " 1wy, D)1 20,1 + §||3yw(y,t)||i2<o,1>
2 €3 2
< Agfjw(y, t)HL2(O,1) + g”(?yw(y, t>HL2(0,1)7 (55)
2 2
where Ag = 22 [2[w | o) + [0 0]
1 &2
€3
~o10) [ auyudy < (20+ 2 gy + 0wy 60
0

Based on relations (53)—(56) we get

d
EHw(y?t)H%Q(OJ) +e3 [|0yw(y, 7201y < Asllw(y, Dll7201) Y1 € [to, T],
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where A; = (S22 4+ 24, + 25,

Hence, applying the Gronwall inequality, we get:
Hw(yat)"%ﬁ(o,l) =0, Vi e [t0>T]'

This means that w®(y,t) = w®(y,t) in L*(Qy), i.e. the solution to initial boundary
value problem (12)—(14) can only be one. Lemma6 is fully proved.
Thus, from the statements of Lemmas 5 and 6 the validity of Theorem 3 follows. Theorem 3

is fully proved. Theorem 3 will also be used in the following sections when proving Theorems 1
and 2.

3 Proof of Theorems1 and 2
Using reversible transformation of independent variables
x
y:y(:v,t):?, t=t, v=ua(y,t)=yt, t =t (57)
we go from (z,t) to (y,t). In this case, the domain @Q),; will be transformed into a rectangular

domain Qu ={y,t: 0<y <1, tr <t <T < oo, ty>0}.
The problem (9)-(11) takes the following form:

@w+%w%w—%%w—%@w+MﬂﬂyﬂMLﬂ:q@J% (58)
w(0,t) = w(t,t), 0,w(0,t) = dyw(t,t), te (ty,T), (59)

with initial condition

Wiy to) =0, ye (0,1), (60)
where w(y, ) = u(a(y,),8), Flyt) = [@(,0), d.t) = F,Dg(t) = Fo(y,1)g(t). Note
that according to condition (7) f(y,t) € L*(to, T; L*(0,1)).

Thus initial boundary value problem (58)—(60) is a special case of the first auxiliary
problem (12)—(14), where

wlt) = 3. wlt) = 5. asl.0) = 2, aily.t) = bOF0),

and the conditions (15) are provided. Therefore, as a consequence of the Theorem 3 we get

Theorem 4 Let the conditions (7) and § € L*(Qy:) be satisfied. Then initial boundary value
problem (58)—(60) is uniquely solvable in space

w(y7 t) € Hgéi(Qyt)'
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Further, given the correspondence of spaces in domains Q,; and Q,;:
G € L*(Qy) <= [f(2)g(t) € L*(Qur),

w € Hn(Qy) = L?(to, T; H,

per per

(0,1)) N H(ty, T; L*(0,1)) <= u € H%(Qu)

per

= L*(to, T; H?

per

(0,1)) N H (o, T; L*(0,1)),

we get the validity of Theorem 1.

Thus, we have proved the Theorem 1. Proof of the Theorem 2 follows from the proof of
Theorem 1, where u(z,t) is the solution to initial boundary value problem (9)-(11), A(¢) is
found by the formula (8). Thus, the coefficient inverse problem (3)—(6) is completely solved,
the unknown coefficient A(t) is found.

4 Graphs of the solution and the desired function

Below we present graphs of approximate solutions of initial-boundary value problem (58)-
(60), original inverse problem (3)—(6) and A(t), when f(x) = 1.5 + cos2nx, E(t) =
cos2nt, T' = 3, to = 1. The solution of initial-boundary value problem (58)—(60) is found
according to the formula (20), for N = 0 and N = 1, where Cy;(t) are solutions to the
Cauchy problem (21)-(22) with appropriate coefficients, Y;(y) are solutions to the spectral
problem (18)-(19). The solution to (3)-(6) is found as the solution to the initial boundary
value problem for the loaded Burgers equation (9)—(11) from the solution of initial-boundary
value problem (58)—(60) using (57), A(¢) is determined by formula (8).

For problem (58)—(60) in Figure 1, the domain of change of variables (y, t) is the rectangle
Qu = {y,t|]0<y <1 1<t<3}, and the solution surface w(y,t) is built over it. For
problem (9)—(11) in Figure 2, the domain of change of variables (z,t) is the trapezoid
Qu ={z,t] 0 <z <t 1<t<3}, and the solution surface u(x,t) is built over it. Figure 3
shows the graph of the desired function A(¢). Thus, Figures 2-3 show graphs of the solution
of the original inverse problem.

wi )

Figure 1: Graphs of solution to problem (58)—(60).
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Alr)

0 1 2 3
r

Figure 3: Graph of function A(t).

Conclusion

The paper establishes theorems on the solvability in Sobolev classes of the inverse problem
for the Burgers equation with periodic boundary and an integral overdetermination and the
associated initial boundary value problem for the loaded Burgers equation. Graphs of solution
w(y, t) to the initial boundary value problem for the loaded Burgers equation and of solution
{u(z,t), A\(t)} to the original inverse problem are presented.
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