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OPTIMAL METHOD FOR SOLVING SPECIAL CLASSES OF SYSTEMS OF
NONLINEAR EQUATIONS OF THE SECOND DEGREE

In order to simplify the notation and reduce the time for solving systems of Boolean equations,
a method is proposed that is optimal for solving a separate class of systems of nonlinear Boolean
equations of the second degree. In the class of systems of non-linear Boolean equations under
study, logical formulas are divided completely or partially into some linear factors. As a result,
logical formulas are reduced to a product of linear polynomials, on the basis of which a system of
linear Boolean equations is obtained, which is solved an order of magnitude easier than a system
of second-order Boolean equations. It is considered some problems of minimization of special
disjunctive normal forms obtained from the Zhegalkin polynomial of the second degree of a special
class.

Key words: Zhegalkin polynomial, linear Boolean functions, homogeneous-identity matrices,
polynomial length, disjunctive normal forms.
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Exinmm gopexkesii ChI3BIKTBI €Mec TeHAeYJIep >KyHeciHiH apHaiibl KjlacTapblH MIEITYIiH
OHTAMNJIBI 9aici

Benrineynepi xkeHiiieTy *KoHe JIOTUKAJIBIK, TEHICYJIED KYHeIEePiH ey yaKbIThIH KbICKAPTY MaK-
CATBIH/IA eKIHIIT JJOPEKeJTi ChI3BIKTHI €eMeC JIOTUKAJIBIK, TeH/ IeyIep XKYWeCiHiH, apHailbl KJIAChIH MIETTy
VIIH OHTAMJIBI 9J1iC YCHIHBLIABI. 3€PTTEIETIH ChI3BIKTHI €EMEC JIOTHKAJBIK, TEHIEYIeD XKyheaepiHiy
KJIACBIH/IA JIOTHKAJIBIK, (hOpMyJiagap KeHdip ChI3BIKTHIK, KOCBIHBIIAPTA TOJIBIFHIMEH HEMece immina-
pa Gemineni. Hormxkecinae morukaabik hopMmysagap ChI3BIKTHIK, KOIIMYIIeIep i, KebeiTinicine
KeJITipijie i, OHBIH, HETI3iH/e €KIHII PeTTi JIOTUKAJIBIK, TeHJeYJIep XKYyiieciHe KaparaH/a I1aMa peTi
OHAIl IIeINIJIeTIH ChI3BIKTHIK, JIOTUKAJIBIK, TeHJIeYJIep KyHeci ajibiHa bl YKoHEe apHAThl KJIACTHIH, eKiH-
i mopekesi 2KerajkuH KOIIMYIIIEIIriHEH aJbIHFAH apHANBI U3 bIOHKTUBTIK KAJIBIITH (DOpMAasIap
VIIiH Keitbip MUHUMU3AIMISIAY MOCeIeaepi KapacThIPhLIAIbI.

Tyitin ce3nep: 2Keraakun KOMyIeci, ChI3BIKTHIK, TIOTHKAJIBIK, PYHKIUIAD, OipTeKTi-6ipIik MaT-
punaiap, KOIMYIIe iK Y3bIHJIBIK, apHAibl JU3bIOHKTUBTI KAJIBIITH (DOpMAaJIap.
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FOxnuo0-Kazaxcranckuii rocyiapcTBeHHbIH memarorudeckuii yausepcuret, Kazaxcran, [IIeivkenT
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NudopmalinoHHO-aHAJIUTAYECKAS] CUCTEMA OIEHKUN COCTOSIHUS 3/I0POBbsI CTYI€HTOB

C nesbo yruporenus 0003HAYEHUN U COKPAIIEHUs] BpEMEHH PEIleHUs] CUCTeM OYJIEBBIX ypaBHEHU
[IPEJJIATAeTCsT METO/T, OIITHUMAJIBHBIN JIJTsT PEIeHUs] OTIEIBHOIO KJIacca CUCTEM HEJIMHEHHBIX OyJie-
BBIX yPaBHEHWIT BTOPOil cTereHu. B nccieyeMoM Kacce CHCTeM HEeJIMHEHHBIX OyJIeBbIX yDABHEHMIA
Jioruygeckre (pOPMyYJIbI MMOJTHOCTHIO WJIM YACTUIHO Pa3bUBAIOTCs HA HEKOTOPBIE JIMHEHHBIE MHOYKH-
tesu. B pesysibrare siormdeckune GOPMYJIbI CBOJSTCS K MPOU3BEICHUIO JIMHEHHBIX MHOTOYJIEHOB,
Ha OCHOBAHWMM YEro I0JIyJYaeTcsl CUCTeMa JIMHEHHBIX OyJIEBbIX ypaBHEHUIl, KOTOpasl PEeIIaeTcs Ha
[TOPSIJIOK IIPOIIE, YeM CUCTEMA OYJIEBBIX YPaBHEHUI BTOPOIO MOPSIKA M PACCMATPUBAETCS HEKOTO-
pble 33/]a9i MUHUMU3AIUN CIIEIUAJTBHBIX U3 bIOHKTUBHBIX HOPMAJIBHBIX (DOPM, MOJTYyIEHHBIX U3
mosmmaOMa 2K erajikuHa BTOPOil CTEleHn CIenraIbHOIO KJIacca.

Kurouessbie ciioBa: muorodsien 2Keraakuna, JuHeiHbIe Oy/IeBbI (DYHKIINN, OTHOPOTHO-€TNHITTHDIE
MaTpHuIllbl, IIOJIMHOMHAJIbHAA JIJIMHA, U3 bIOHKTUBHbBIE HOPpMaJIbHbIE (bOprI.
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1 Introduction

Logical methods of recognition and methods of cryptanalysis, where systems of Boolean
equations are used as mathematical models and their solution allows evaluating the solution
of the corresponding applied problems. For example, the assessment of the cryptographic
strength of cryptography algorithms in algebraic cryptanalysis is based on the analysis of
solutions to systems of Boolean equations whose statements consist of Zhegalkin polynomials.
Solving systems of Boolean equations are also used in logical pattern recognition. One of the
parameters for assessing the cryptographic strength of encryption algorithms is the non -
linearity of the Zhegalkin polynomials of statements of Boolean equations, which are elements
of mathematical models for converting plain texts into cipher texts. Therefore, the problem
under consideration in the article under study, where, by means of a transformation, second-
order polynomials can be reduced to a product of first-order polynomials and, based on this
transformation, we obtain a system of Boolean equations with first-order polynomials, is an
actual problem in applied mathematics.

2 Problem statement

Let a system of nonlinear equations of the second degree:

ZZJ':1 a,(‘;)l’z‘xj S¥ Z?Zl bgl):pi =
Z’L',j=]_ a’ij le] ©® ZZ’:]_ bl Z; (675

where coefficients ak,bgk),ag?) € E? = {0,1},k = 1,m;i,5 = 1,n ; Moreover, i < j and
x; - x; = x; takes place.

A compact representation of the notation of statements of a system of Boolean equations
of the second degree is considered. In order to simplify the notation and reduce the time
for solving the system of equations (1), a method is proposed that is optimal for solving
a separate class of systems of nonlinear equations of the second degree. In such a class of
systems of nonlinear equations, the propositions are completely or partially divided into some
linear factors.

The idea of simplifying the writing of systems of equations (1) is to group elements z; - x;
and selection of linear forms of the form z;; @ x;3 ® ... @ 4, which are involved in various
equations of the system.

Denote by Y;, ., the sum of z;; @ 2y @ ... Dy : Vi, iy = Tit D Tio @ ... ® Ty, here
1<k<mnzy;eX"={r1,...,2,},1 <j<k.

It is easy to see that in system (1) there are many options for bracketing various sums

Example. Let

{$1$4 D 2175 D Toxg O Tow5 D w3T4 O T3T5 = 1,

T1 D 2179 D 11703 D 11704 © T2y O X374 = 1.
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After grouping elements z;, x; we have

(21 @ 22 @ x3)(24 D 75) = 1,
(71 @2y D w3) (21 D 24) = 1.

Introducing new variables
Yios =21 @ 12 @ 73,
Yig=121 @ 24,
Y;l’5 = T4 D Is.

We get the system

{Ym,g Yis =1,
Yios-Yia=1
From this we have
Yigs =1,
Yia=1,
Yis =1

1 D xy D ag =1,
Il@I4:1,
1'4@1'5:]_.

The solution is the set of sets:
{10001}, {01010}, {00110}, {11101}.

Let {Y'} be the set of all possible groupings in system (1). Let us assume that after some
grouping of the elements of the statements of system (1) we have obtained

Sz =
(2)

S a™ 22 = a
ij=1 5 *i%j = Om

here i < j;z;,z; € {Y'}; t is the cardinality of the set {Y'} used in system (2). The number
U =" py|Y] is called the complexity of the system (2), where ¢y is the number of Y, Y €
{Y'} participating in (2) and |Y| is the number of elements in Y.

The task of grouping is to find among all possible systems (2) the one that gives the
maximum @y

Each statement of the system of equations (1) can be specified separately as a matrix
||aij|lnxn (Table 1).

al a2 a13 aln
ag1 a2 a3 agn
anl aAp2 an3 Ann

In Table 1 a;; = 1 if the terms x;x; are involved in the corresponding equations of system
(1), otherwise a;; = 0.
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3 Method for simplifying statements of a system of Boolean equations of the
second degree

The method consists of two stages. From the beginning we prove the theorem of simplified
representation of statements of the system of Boolean equations of the second degree. Next,
we construct an algorithm for simplifying the notation of system (1).

Let B = ||a;j||nxn be the correspondence matrix of some equation of system (1).

Theorem 1. If a;, i =1, ...,%, j = J1, ..., Jr is a homogeneous identity submatrix of the
matrix B corresponding to the statement f(z1, ..., x,) from system (1), then

f(xl, ey l’n) = Y;‘Lm’ik . )/jl7~-~7jt @ f2<$1, ceey ZEn)

Proof. Let the condition of the theorem be satisfied. Then it is easy to see that in B
there are two uniformly symmetric submatrices a;; and b;;(i = i1, ...,%,J = Ji1,..., J), that
have the same properties. Therefore, it is enough for us to consider one of them.

The existence of the submatrix a;;, i = 41, ..., &, j = j1, ..., j: means that f(x,...,2z,) has
the following factors:

fl= TnTj DriTjo®D..DTnTj1DTinTj1 DTinTjoD...DTixj D ... O xiT ¢, that f = flo f2.

Hence f! = (24 @ 2o ® ... B xip) (@1 ® xja ® .. B xjt) =Yy i - Vi s

Consequently f=Yi, . -Yi ., ®f*.

The theorem has been proven.

Corollary 1. If ajj (i = i1,...,0, J = Ji, e, 1 = 1,..,T0), b (L= 11, lgin =
ny;me =1,...,Ty ), ¢B. (m = my;r = ri;73 = 1,...,T3) are all uniform-unit submatrices of
the matrix B, then f= (Y, i Y. i)™ @ (@Y1 10)™ @ (xm12.1)™, where T1T5T5 is the
number of different groups.

Let {B} be the set of all homogeneous-unit submatrices of the matrix B.

The algorithm for simplifying the notation of system (1) is built in two stages:

1st stage. Find B = { B} such that |B| = max|B'| where B’ € {B}, || is the number of
elements of the matrix A.

2nd stage. In the matrix B, we remove all elements of the submatrix B.

If there are no identity elements in E, then the algorithm terminates. Otherwise, go to
the first stage.

Let, after running the algorithm, we obtain homogeneous-unit submatrices By, Bo, ..., B;
where {By, By, ..., Bj} = {B} and |By| > |Bs| > ... > |By|.

Hence, it is easy to see that, on the basis of Corollary 1, it is easy to construct an optimal
grouping of elements of the statements of system (1).

Let L% and L% be the lengths (number of e.c.) of the second-degree Zhegalkin polynomial
and its d.n.f., respectively. It is obvious that L% < C2 +n, L2 < 2(Catn=1),

If we denote by Lgy, LQDY the lengths of the second degree Zhegalkin polynomial and its
d.n.f. after running the simplification algorithm, it is easy to prove that L3 <n, L}, < 2"
holds.

From here, it is easy to see that the problem of grouping elements reduces the maximum
length of the Zhegalkin polynomial of the second degree by C? and reduces its d.n.f. 2(C7)
times.

As a result of the algorithm, we obtain the system:
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u1<m7 Y(l’)) = aq,
W (2, Y () = o
where ;(z,Y (x)) is the Zhegalkin polynomial of the second degree of grouped form (i =
1,m).
Let now T'=Yio - (Yio, & ® Yig1,.1) = 1.
If there is a collectlon a such that Y41 ¢(a) = 1, then T'(a) = 0 is independent of the
value of Y15 x(a). Indeed, if Y15 k() =0, then T(a) =004 1) =0. If Y15 k() =1,
then T'(a) =1(1& 1) = 0.

T'(a) = 1 holds if and only if there exists a set o such that Y15 () =1 and Y1, (a) =

77777

0.
Consequently, the solution of equation (2) is solemnly the solution of the system

Yi,2,...,k = 17
Yit1,,.=0
4 Reduction criterion for systems of nonlinear logical equations of a special class

Let G:

Fl(l’l,l’g, ,xn) =

F2(x17x2a 7xn) = Q9

Fm($1,$2, ...,xn) = Oy,

system of non-linear Boolean equations.
Moreover, the statement F(xy,zs,...,2,) from G has the form:

k+3 +3
Fl(xhl’g, ,ZEn) = Z Qi X325 D Z bijxixj D
1,j=k,i<j i,j=1,i<j
p+3 q+3 t+3
Z CijTiT; D Z dijr;v; © Z €T,
1,J=p,i<J 1,]=q,i<j

where k+3 <[, [+3<p, p+3<gq, ¢+3<t,

k+3 143 p+3 q+3
E Qjj = E bij = E Cij = E dij = 4, {aija bijacijadijaei} € {0,1}.
i,j=k i,j5=I 1,J=p 1,J=¢

Here the signs @, +, Y are meant as logical addition on mod 2.
Here a sum of the form Z;”;r 3w gijrir; and Zf;f’ e;x; is called the group of elements of
the statement F'. In addition, the groups of different equations (statements) of the G system

do not match in pairs.
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The method for solving the system (G consists in compact representations of F; by
grouping elements by introducing new variables, transforming the latter into d.n.f. and their
simplification. The search for solutions to the system G is carried out using the algorithm for
solving the system of linear Boolean equations [3].

It is easy to see that the groupings of elements in the statements of the GG system are
applicable only within individual groups. Obviously, elements of different groups are not
grouped.

When grouping elements, there are three cases:

a) each variable is included in exactly two elements of the group;

b) one variable participates in three elements, the other — in one and the remaining two
- in two elements;

¢) two variables in two elements can also be involved in pairs.

Since the groups in one equation do not intersect in pairs, the grouping and introduction
of new variables can be done as follows:

Dz + xiwy + xpxy + vy = (v + x5) (2 + 1) = Yi Y
2)1’1%]' + x;x + xR + Tilj = x,»(xj +x + ZEk) + T = J,’Z'Y}lk + T,

3)951-11;]- + 2,1 + X0 + Tpx; = l‘i(.fL'j + .%'l) + Hﬁk(l'z + xl) = .Z‘iY}l + ka;l;

where Y, . 0. =2y, + Ty, + ... + T4

Thus, when each variable participates twice in a group, the grouping is done in a unique
way. (Case I). Otherwise, grouping can be done in two ways (case 2 and 3).

The functional of an arbitrary system «, obtained from G by grouping and changing the
variable elements of statements, is denoted as follows:

Vo = Z oylY]

ye{Y}

here {Y'} is the set of variables in the system «, ¢, is the number of variables in Y, and |Y|
is the number of elements in Y.

Example: For Y, ., .. = Ty, + Ty, + ... + T, We have Y, 4, . = 2.

The algorithm for grouping system G from a given class is as follows. Groups of elements
of statements of the system G are distinguished. All kinds of groupings are made in groups
and new variables are introduced. From each group such groupings of elements are selected
so that for the resulting system « the functional ¥, is the maximum among all functionals
Ug of the systems /3 formed from the groupings of the groups of the system G.

It is easy to see that after grouping and introducing new variables, statements F' of
system G will contain no more than nine e.c. Note that 17 elementary conjunctions are
involved in the initial functions F. It is known [3] that for an arbitrary Zhegalkin polynomial
Q(z1, 29, ...,x,) = Uy + Uy + ... + U; where U; are elementary conjunctions, i = 1,t we have
the equality

Q(ZEl,l‘Q, ,In) = \/01+U2+_”+Ut:1Uf1 & UZUQ & & Utgt (3)
where o; € {0,1}:

Ut {U,if o=1;

=U, otherwise.
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Obviously, from equality (3), using transformations of analytic expressions, one can obtain
a d.n.f. functions Q.
Let the statement F' from G after groupings and change of variables have the form:

m m
/
F(z, 22, ...,21) = g 2i%; = E Us;

=1 =1

where m < 10,1 < 18, z;, 2, € {xl,ajg,.. Tty AYow}i v — w[ <3

v,w={1,2,...,n},U; = z2; 22, € {21, 20, ..., 21}, 0 = 1, m.

Here, logical products will be called complex conjunctions (c.c.).

Now consider the problem of transforming Zhegalkin polynomials consisting of complex
conjunctions to complex d.n.f. To do this, we use a more optimal method for Electronic
computer (E.C.) decimal representations of e.c. Consider the decimal representation [3] (a;b;)
ce. Ui(i = 1,m).

It’s obvious that ¢; = 0,b; = >, ;2" |y, g, ..., oy| = 2. Algorithm for converting
F(z1, 22, ..., z1) to d.n.f. next:

1) C.c. U;(i = 1,m) can be represented as decimal representations of b;;

. . 1 2 m . . . .
2) For each conjunction Uy ,UJ",...,U%" in disjunction

F(Zl,ZQ, ...,Zl) - \/0—1+0—2+n_+0—t:1U101 & UQUQ & & Uf—t,

where o; € {0,1},i = 1,m, we write out all the unit coordinates (o;,, 0, ...,0;,) of the
set (01,09, ...,0m,). With the help of (b;1, b2, ..., by) we calculate the decimal representation
of the conjunction (U, Uss, ..., Ui). For the zero coordinates o;;(j = k+ 1,m) of the set
(01,09, ...,0m) we write out ¢;;, which are decimal representations of the c.c. Uj; = ;2. From
bij = 2' + 2% we construct O}/ = 2! and C5 1 — 9k corresponding to the c.c. —z; and —z;

3) Using U; = {—z;, -2}, = 1,n —k, we construct pairs of all possible s.c. U;; and
21, 729, ..., 7Zn_k, Where —z; € ﬁz and C}; correspond to c.c. =2y, 729, ..., 7 Zp_k.

4) For decimal representations (b, c), we write out the corresponding s.c. The result of
the algorithm will be d.n.f. feature F(21, 22, ..., ;).

5 Finding the roots of a system of nonlinear equations of the second degree
Let

U11 V U12 V..V ---U1n1 = 1,
U21 V UQQ V..V ...U2n2 = 1;

(4)

Ut VU2 V ooV U, = 1

The system of equations, where complex conjunctions (c.c.) U;;,i = 1,m;j = 1,n; has
the foin: aft Y, Yl T, - Tt s easy to see that if AP Uyy, # 0, (e € {1,2, ..., 11 }),
k = 1,n then the solution of the equation

;cn:IUk’jk =1 (5)
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is the solution of system (4).

. . . .0 o __ 0. o o _ T .
Obviously, applying transformations: z7* - 27" = x7*; Y7 Y7 =Y7

!
xftaxlt YO =0, at Z 0; = 0, where the symbol Z means the sum modulo 2;

11 "y 21...7]
i=1

!

o1 oy o _ .01 o] R

il YT L =gl at E 0; = 0;
i=1

l

g1 gl g — g1 g P — .
witag Y o =atag (@), at E o; = 0;
i=1
l
o1 oy o __ .01 Ol .. L =
wilay Y g = aa g, at E 0; = 0;
i=1
l
o1 g o’ _ o1 oy o ) r_ o,
L Yz’1..z'z+1..ik =Ti Ty T s at E o;+0 =0
=1
o1 02 __ o1 o1Do2 . ;
}/il..ik }Ql..ikik+1..im - }/lek }/;;k+1--7:m’ (J] E {07 1}7] e {17 27 e n})

4 . 01 Ot 6t+1 6t+l _
equation (5) can be reduced to the form: z;...z! Yo ey Yo' Ta, = 1.

Moreover, this equation is equivalent to the system of linear equations:

Y, = 5t+l

\ L q1...q,

where Yy, . = Ty @ Xy, @ ... ® x,,. Thus, system (6) is equivalent to equation (5) and its
solution will satisfy system (4).

The algorithm for solving system (4) is as follows. For all c.c. Uyy, Ui, ..., Upy,, such that
the product AJ",Uy;, does not contain the elements 27 and 2%, where z = z; or z = Y,, _,,,
we construct the equation AJL,Uy;, = 1. The resulting equation is reduced to a system of
linear equations. We find its solution by the method of elimination of variables. The result
of the algorithm will be the solution of joint systems of linear equations that satisfies the
system (4).
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The general scheme for solving a system of Boolean equations is as follows:

SYSTEM OF BOOLEAN EQUATIONS

1
GROUPING OF STATEMENT ELEMENTS

1

CONVERSION OF THE SYSTEM’S STATEMENTS FOR SPECIAL D.N.F.

!
MULTIPLICATION OF COMPLEX CONJUNCTIONS

!
MINIMIZATION OF SPECIAL D.N.F.

Conclusion

In order to simplify the notation and reduce the time for solving systems of Boolean equations,
a method is proposed that is optimal for solving a separate class of systems of non-linear
Boolean equations of the second degree.

A theorem is proved that in the class of systems of non-linear Boolean equations of the

second degree under study, logical formulas are divided completely or partially into some

line

ar factors. A method is proposed for reducing logical formulas to a product of linear

polynomials, on the basis of which a system of linear Boolean equations is obtained, which
is solved an order of magnitude easier than a system of second-order Boolean equations. It

isp

deg

(1]

(2l

(3]

(4]

(5]

(6]

(7]

roved that the problem of grouping elements reduces the maximum length of the second
ree Zhegalkin polynomial by C? and reduces its d.n.f. 2(C%) times.

References

A. Kabulov, I. Yarashov and A. Otakhonov, "Algorithmic Analysis of the System Based on the Functioning Table and
Information Security,"2022 IEEE International IOT, Electronics and Mechatronics Conference (IEMTRONICS), Toronto,
ON, Canada, 2022, pp. 1-5, doi: 10.1109/IEMTRONICS55184.2022.9795746

A. Kabulov, I. Saymanov, I. Yarashov and A. Karimov, "Using Algorithmic Modeling to Control User Access Based on
Functioning Table,"2022 IEEE International IOT, Electronics and Mechatronics Conference (IEMTRONICS), Toronto,
ON, Canada, 2022, pp. 1-5, doi: 10.1109/TEMTRONICS55184.2022.9795850

E. Navruzov and A. Kabulov, "Detection and analysis types of DDoS attack,"2022 IEEE International
10T, Electronics and Mechatronics Conference (IEMTRONICS), Toronto, ON, Canada, 2022, pp. 1-7, doi:
10.1109/TEMTRONICS55184.2022.9795729.

A. Kabulov, I. Saymanov, I. Yarashov and F. Muxammadiev, "Algorithmic method of security of the Internet of
Things based on steganographic coding,"2021 IEEE International IOT, Electronics and Mechatronics Conference
(IEMTRONICS), Toronto, ON, Canada, 2021, pp. 1-5, doi: 10.1109/IEMTRONICS52119.2021.9422588.

A. Kabulov, I. Normatov, E. Urunbaev and F. Muhammadiev, "Invariant Continuation of Discrete Multi-Valued Functions
and Their Implementation,"2021 IEEE International IOT, Electronics and Mechatronics Conference (IEMTRONICS),
Toronto, ON, Canada, 2021, pp. 1-6, doi: 10.1109/TEMTRONICS52119.2021.9422486.

A .Kabulov, I. Normatov, A.Seytov and A.Kudaybergenov, "Optimal Management of Water Resources in Large Main
Canals with Cascade Pumping Stations,"2020 IEEE International IOT, Electronics and Mechatronics Conference
(IEMTRONICS), Vancouver, BC, Canada, 2020, pp. 1-4, doi: 10.1109/TEMTRONICS51293.2020.9216402.

Kabulov, A.V., Normatov, I.H. (2019). About problems of decoding and searching for the maximum upper zero of discrete
monotone functions. Journal of Physics: Conference Series, 1260(10), 102006. doi:10.1088,/1742-6596/1260,/10/102006



20

Optimal method for solving special classes of systems ...

(8]

(9]

[10]

(11]

[12]

[13]

[14]

[15]

Kabulov, A.V., Normatov, .LH. Ashurov A.O. (2019). Computational methods of minimization of multiple functions.
Journal of Physics: Conference Series, 1260(10), 10200. doi:10.1088/1742-6596,/1260/10,/102007

Yablonskii S.V. Vvedenie v diskretnuyumatematiku: Ucheb. posobiedlyavuzov. -2e izd., pererab. idop. -M.:Nauka.
Glavnayaredaksiyafiziko-matematicheskoy literature, -384 s.

Djukova, E.V., Zhuravlev, Y.I. Monotone Dualization Problem and Its Generalizations: Asymptotic Estimates of the
Number of Solutions. Comput. Math. and Math. Phys. 58, 2064-2077 (2018). https://doi.org/10.1134/50965542518120102

Leont’ev, V.K. Symmetric boolean polynomials. Comput. Math. and Math. Phys. 50, 1447-1458 (2010).
https://doi.org/10.1134/S0965542510080142

Nisan, N. and Szegedy, M. (1991). On the Degree of Boolean Functions as Real Polynomials, in preparation.
RamamohanPaturi. 1992. On the degree of polynomials that approximate symmetric Boolean functions (preliminary
version). In Proceedings of the twenty-fourth annual ACM symposium on Theory of Computing (STOC ’92). Association

for Computing Machinery, New York, NY, USA, 468-474. https://doi.org/10.1145/129712.129758.

Gu J., Purdom P., Franco J., Wah B.W. Algorithms for the satisfiability (SAT) problem:A Survey // DIMACS Series in
Discrete Mathematics and Theoretical Computer Science. 1997.Vol. 35. P. 19-152.

Goldberg E., Novikov Y. BerkMin: A Fast and Robust SAT Solver // Automation andTest in Europe (DATE). 2002. P.
142-149.



