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OPTIMAL METHOD FOR SOLVING SPECIAL CLASSES OF SYSTEMS OF
NONLINEAR EQUATIONS OF THE SECOND DEGREE

In order to simplify the notation and reduce the time for solving systems of Boolean equations,
a method is proposed that is optimal for solving a separate class of systems of nonlinear Boolean
equations of the second degree. In the class of systems of non-linear Boolean equations under
study, logical formulas are divided completely or partially into some linear factors. As a result,
logical formulas are reduced to a product of linear polynomials, on the basis of which a system of
linear Boolean equations is obtained, which is solved an order of magnitude easier than a system
of second-order Boolean equations. It is considered some problems of minimization of special
disjunctive normal forms obtained from the Zhegalkin polynomial of the second degree of a special
class.
Key words: Zhegalkin polynomial, linear Boolean functions, homogeneous-identity matrices,
polynomial length, disjunctive normal forms.
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Екiншi дәрежелi сызықты емес теңдеулер жүйесiнiң арнайы кластарын шешудiң
оңтайлы әдiсi

Белгiлеулердi жеңiлдету және логикалық теңдеулер жүйелерiн шешу уақытын қысқарту мақ-
сатында екiншi дәрежелi сызықты емес логикалық теңдеулер жүйесiнiң арнайы класын шешу
үшiн оңтайлы әдiс ұсынылды. Зерттелетiн сызықты емес логикалық теңдеулер жүйелерiнiң
класында логикалық формулалар кейбiр сызықтық қосындыларға толығымен немесе iшiна-
ра бөлiнедi. Нәтижесiнде логикалық формулалар сызықтық көпмүшелердiң көбейтiндiсiне
келтiрiледi, оның негiзiнде екiншi реттi логикалық теңдеулер жүйесiне қарағанда шама ретi
оңай шешiлетiн сызықтық логикалық теңдеулер жүйесi алынады және арнайы кластың екiн-
шi дәрежелi Жегалкин көпмүшелiгiнен алынған арнайы дизъюнктивтiк қалыпты формалар
үшiн кейбiр минимизациялау мәселелерi қарастырылады.
Түйiн сөздер: Жегалкин көпмүшесi, сызықтық логикалық функциялар, бiртектi-бiрлiк мат-
рицалар, көпмүшелiк ұзындық, арнайы дизъюнктивтi қалыпты формалар.
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Информационно-аналитическая система оценки состояния здоровья студентов

С целью упрощения обозначений и сокращения времени решения систем булевых уравнений
предлагается метод, оптимальный для решения отдельного класса систем нелинейных буле-
вых уравнений второй степени. В исследуемом классе систем нелинейных булевых уравнений
логические формулы полностью или частично разбиваются на некоторые линейные множи-
тели. В результате логические формулы сводятся к произведению линейных многочленов,
на основании чего получается система линейных булевых уравнений, которая решается на
порядок проще, чем система булевых уравнений второго порядка и рассматривается некото-
рые задачи минимизации специальных дизъюнктивных нормальных форм, полученных из
полинома Жегалкина второй степени специального класса.
Ключевые слова: многочлен Жегалкина, линейные булевы функции, однородно-единичные
матрицы, полиномиальная длина, дизъюнктивные нормальные формы.
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1 Introduction

Logical methods of recognition and methods of cryptanalysis, where systems of Boolean
equations are used as mathematical models and their solution allows evaluating the solution
of the corresponding applied problems. For example, the assessment of the cryptographic
strength of cryptography algorithms in algebraic cryptanalysis is based on the analysis of
solutions to systems of Boolean equations whose statements consist of Zhegalkin polynomials.
Solving systems of Boolean equations are also used in logical pattern recognition. One of the
parameters for assessing the cryptographic strength of encryption algorithms is the non -
linearity of the Zhegalkin polynomials of statements of Boolean equations, which are elements
of mathematical models for converting plain texts into cipher texts. Therefore, the problem
under consideration in the article under study, where, by means of a transformation, second-
order polynomials can be reduced to a product of first-order polynomials and, based on this
transformation, we obtain a system of Boolean equations with first-order polynomials, is an
actual problem in applied mathematics.

2 Problem statement

Let a system of nonlinear equations of the second degree:
∑n

i,j=1 a
(1)
ij xixj ⊕

∑n
i=1 b

(1)
i xi = α1

... ... ...∑n
i,j=1 a

(m)
ij xixj ⊕

∑n
i=1 b

(m)
i xi = αm

(1)

where coefficients αk, b
(k)
i , a

(k)
ij ∈ E2

n = {0, 1}, k = 1,m; i, j = 1, n ; Moreover, i ≤ j and
xi · xi = xi takes place.

A compact representation of the notation of statements of a system of Boolean equations
of the second degree is considered. In order to simplify the notation and reduce the time
for solving the system of equations (1), a method is proposed that is optimal for solving
a separate class of systems of nonlinear equations of the second degree. In such a class of
systems of nonlinear equations, the propositions are completely or partially divided into some
linear factors.

The idea of simplifying the writing of systems of equations (1) is to group elements xi ·xj
and selection of linear forms of the form xi1 ⊕ xi2 ⊕ ... ⊕ xik, which are involved in various
equations of the system.

Denote by Yi1,...ik the sum of xi1 ⊕ xi2 ⊕ ... ⊕ xik : Yi1,...ik = xi1 ⊕ xi2 ⊕ ... ⊕ xik, here
1 ≤ k ≤ n;xij ∈ Xn = {x1, ..., xn}, 1 ≤ j ≤ k.

It is easy to see that in system (1) there are many options for bracketing various sums
Yi1,...ik .

Example. Let {
x1x4 ⊕ x1x5 ⊕ x2x4 ⊕ x2x5 ⊕ x3x4 ⊕ x3x5 = 1,

x1 ⊕ x1x2 ⊕ x1x3 ⊕ x1x4 ⊕ x2x4 ⊕ x3x4 = 1.
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After grouping elements xi, xj we have{
(x1 ⊕ x2 ⊕ x3)(x4 ⊕ x5) = 1,

(x1 ⊕ x2 ⊕ x3)(x1 ⊕ x4) = 1.

Introducing new variables
Y1,2,3 = x1 ⊕ x2 ⊕ x3,

Y1,4 = x1 ⊕ x4,
Y4,5 = x4 ⊕ x5.

We get the system {
Y1,2,3 · Y4,5 = 1,

Y1,2,3 · Y1,4 = 1.

From this we have 
Y1,2,3 = 1,

Y1,4 = 1,

Y4,5 = 1.
x1 ⊕ x2 ⊕ x3 = 1,

x1 ⊕ x4 = 1,

x4 ⊕ x5 = 1.

The solution is the set of sets:

{10001}, {01010}, {00110}, {11101}.

Let {Y } be the set of all possible groupings in system (1). Let us assume that after some
grouping of the elements of the statements of system (1) we have obtained

∑t
i,j=1 a

(1)
ij zizj = α1

... ... ...∑t
i,j=1 a

(m)
ij zizj = αm

(2)

here i ≤ j; zi, zj ∈ {Y }; t is the cardinality of the set {Y } used in system (2). The number
Ψ =

∑
ϕY |Y | is called the complexity of the system (2), where ϕY is the number of Y, Y ∈

{Y } participating in (2) and |Y | is the number of elements in Y .
The task of grouping is to find among all possible systems (2) the one that gives the

maximum ϕY .
Each statement of the system of equations (1) can be specified separately as a matrix

||aij||n×n (Table 1).

a11 a12 a13 ... a1n

a21 a22 a23 ... a2n

. . . ... .
an1 an2 an3 ... ann

In Table 1 aij = 1 if the terms xixj are involved in the corresponding equations of system
(1), otherwise aij = 0.
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3 Method for simplifying statements of a system of Boolean equations of the
second degree

The method consists of two stages. From the beginning we prove the theorem of simplified
representation of statements of the system of Boolean equations of the second degree. Next,
we construct an algorithm for simplifying the notation of system (1).

Let B = ||aij||n×n be the correspondence matrix of some equation of system (1).
Theorem 1. If aij, i = i1, ..., ik, j = j1, ..., jt is a homogeneous identity submatrix of the

matrix B corresponding to the statement f(x1, ..., xn) from system (1), then
f(x1, ..., xn) = Yi1,...,ik · Yj1,...,jt ⊕ f 2(x1, ..., xn).
Proof. Let the condition of the theorem be satisfied. Then it is easy to see that in B

there are two uniformly symmetric submatrices aij and bji(i = i1, ..., ik, j = j1, ..., jt), that
have the same properties. Therefore, it is enough for us to consider one of them.

The existence of the submatrix aij, i = i1, ..., ik, j = j1, ..., jt means that f(x1, ..., xn) has
the following factors:

f 1 = xi1xj1⊕xi1xj2⊕...⊕xi1xjt⊕xi2xj1⊕xi2xj2⊕...⊕xi2xjt⊕...⊕xikxjt, that f = f 1⊕f 2.
Hence f 1 = (xi1 ⊕ xi2 ⊕ ...⊕ xik)(xj1 ⊕ xj2 ⊕ ...⊕ xjt) = Yi1,...,ik · Yj1,...,jt .
Consequently f = Yi1,...,ik · Yj1,...,jt ⊕ f 2 .
The theorem has been proven.
Corollary 1. If aτ1ij (i = i1, ..., ik, j = j1, ..., jt, τ1 = 1, ..., T1), bτ2ln (l = l1, ..., lQ;n =

n1; τ2 = 1, ..., T2 ), cτ3mr (m = m1; r = r1; τ3 = 1, ..., T3) are all uniform-unit submatrices of
the matrix B, then f = (Yi1,...,ik · Yj1,...,jt)τ1 ⊕ (xn1Yl1...lQ)τ2 ⊕ (xm1xr1)τ3, where T1T2T3 is the
number of different groups.

Let {B} be the set of all homogeneous-unit submatrices of the matrix B.
The algorithm for simplifying the notation of system (1) is built in two stages:
1st stage. Find B̃ = {B} such that |B̃| = max|B′| where B′ ∈ {B}, |A| is the number of

elements of the matrix A.
2nd stage. In the matrix B, we remove all elements of the submatrix B̃.
If there are no identity elements in B̃, then the algorithm terminates. Otherwise, go to

the first stage.
Let, after running the algorithm, we obtain homogeneous-unit submatrices B1, B2, ..., Bl

where {B1, B2, ..., Bl} = {B} and |B1| ≥ |B2| ≥ ... ≥ |Bl|.
Hence, it is easy to see that, on the basis of Corollary 1, it is easy to construct an optimal

grouping of elements of the statements of system (1).
Let L2

J and L2
D be the lengths (number of e.c.) of the second-degree Zhegalkin polynomial

and its d.n.f., respectively. It is obvious that L2
J ≤ C2

n + n, L2
D ≤ 2(C2

n+n−1).
If we denote by L2

JY
, L2

DY
the lengths of the second degree Zhegalkin polynomial and its

d.n.f. after running the simplification algorithm, it is easy to prove that L2
JY
≤ n, L2

DY
≤ 2n−1

holds.
From here, it is easy to see that the problem of grouping elements reduces the maximum

length of the Zhegalkin polynomial of the second degree by C2
n and reduces its d.n.f. 2(C2

n)

times.
As a result of the algorithm, we obtain the system:
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
U1(x, Y (x)) = α1,

... ... ...

Um(x, Y (x)) = αm.

where Ui(x, Y (x)) is the Zhegalkin polynomial of the second degree of grouped form (i =
1,m).

Let now T = Y1,2,...,k · (Y1,2,...,k ⊕ Yk+1,...,t) = 1.
If there is a collection α such that Yk+1,...,t(α) = 1, then T (α) = 0 is independent of the

value of Y1,2,...,k(α). Indeed, if Y1,2,...,k(α) = 0, then T (α) = 0(0 ⊕ 1) = 0. If Y1,2,...,k(α) = 1,
then T (α) = 1(1⊕ 1) = 0.

T (α) = 1 holds if and only if there exists a set α such that Y1,2,...,k(α) = 1 and Yk+1,...,t(α) =
0.

Consequently, the solution of equation (2) is solemnly the solution of the system{
Y1,2,...,k = 1,

Yk+1,...,t = 0

4 Reduction criterion for systems of nonlinear logical equations of a special class

Let G: 
F1(x1, x2, ..., xn) = α1

F2(x1, x2, ..., xn) = α2

... ... ...

Fm(x1, x2, ..., xn) = αm

system of non-linear Boolean equations.
Moreover, the statement F (x1, x2, ..., xn) from G has the form:

F1(x1, x2, ..., xn) =
k+3∑

i,j=k,i<j

aijxixj ⊕
l+3∑

i,j=l,i<j

bijxixj ⊕

p+3∑
i,j=p,i<j

cijxixj ⊕
q+3∑

i,j=q,i<j

dijxixj ⊕
t+3∑
i=t

eixi,

where k + 3 < l, l + 3 < p, p+ 3 < q, q + 3 < t,

k+3∑
i,j=k

aij =
l+3∑
i,j=l

bij =

p+3∑
i,j=p

cij =

q+3∑
i,j=q

dij = 4, {aij, bij, cij, dij, ei} ∈ {0, 1}.

Here the signs ⊕,+,
∑

are meant as logical addition on mod 2.
Here a sum of the form

∑w+3
i,j=w qijxixj and

∑v+3
i=v eixi is called the group of elements of

the statement F . In addition, the groups of different equations (statements) of the G system
do not match in pairs.
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The method for solving the system G consists in compact representations of F1 by
grouping elements by introducing new variables, transforming the latter into d.n.f. and their
simplification. The search for solutions to the system G is carried out using the algorithm for
solving the system of linear Boolean equations [3].

It is easy to see that the groupings of elements in the statements of the G system are
applicable only within individual groups. Obviously, elements of different groups are not
grouped.

When grouping elements, there are three cases:
a) each variable is included in exactly two elements of the group;
b) one variable participates in three elements, the other – in one and the remaining two

- in two elements;
c) two variables in two elements can also be involved in pairs.
Since the groups in one equation do not intersect in pairs, the grouping and introduction

of new variables can be done as follows:

1)xixj + xixl + xkxj + xlxj = (xi + xj)(xk + xl) = YijYkl;

2)xixj + xixl + xkxi + xixj = xi(xj + xl + xk) + xkxl = xiYjlk + xkxl;

3)xixj + xixl + xixk + xkxl = xi(xj + xl) + xk(xi + xl) = xiYjl + xkYil;

where Yν1ν2...νz = xν1 + xν2 + ...+ xνz .
Thus, when each variable participates twice in a group, the grouping is done in a unique

way. (Case I). Otherwise, grouping can be done in two ways (case 2 and 3).
The functional of an arbitrary system α, obtained from G by grouping and changing the

variable elements of statements, is denoted as follows:

Ψα =
∑
y∈{Y }

ϕy|Y |

here {Y } is the set of variables in the system α, ϕy is the number of variables in Y , and |Y |
is the number of elements in Y .

Example: For Yv1v2...vz = xv1 + xv2 + ...+ xvz we have Yv1v2...vz = z.
The algorithm for grouping system G from a given class is as follows. Groups of elements

of statements of the system G are distinguished. All kinds of groupings are made in groups
and new variables are introduced. From each group such groupings of elements are selected
so that for the resulting system α the functional Ψα is the maximum among all functionals
Ψβ of the systems β formed from the groupings of the groups of the system G.

It is easy to see that after grouping and introducing new variables, statements F of
system G will contain no more than nine e.c. Note that 17 elementary conjunctions are
involved in the initial functions F . It is known [3] that for an arbitrary Zhegalkin polynomial
Q(x1, x2, ..., xn) = U1 + U2 + ... + Ut where Ui are elementary conjunctions, i = 1, t we have
the equality

Q(x1, x2, ..., xn) = ∨σ1+σ2+...+σt=1U
σ1
1 & Uσ2

2 & ... & Uσt
t (3)

where σj ∈ {0, 1}:

Uσ1

=

{
U, if σ = 1;

¬U, otherwise.
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Obviously, from equality (3), using transformations of analytic expressions, one can obtain
a d.n.f. functions Q.

Let the statement F from G after groupings and change of variables have the form:

F (z1, z2, ..., zl) =
m∑
i=1

ziz
′

i =
m∑
i=1

Ui;

where m < 10, l ≤ 18, zi, z
′
i ∈ {x1, x2, ..., xn}, {Yv,w}; |v − w| ≤ 3;

v, w = {1, 2, ..., n}, Ui = ziz
′
i; ziz

′
i ∈ {z1, z2, ..., zl}, i = 1,m.

Here, logical products will be called complex conjunctions (c.c.).
Now consider the problem of transforming Zhegalkin polynomials consisting of complex

conjunctions to complex d.n.f. To do this, we use a more optimal method for Electronic
computer (E.C.) decimal representations of e.c. Consider the decimal representation [3] (aibi)
c.c. Ui(i = 1,m).

It’s obvious that ci = 0, bi =
∑n

i=1 αi2
n−i, |α1, α2, ..., αl| = 2. Algorithm for converting

F (z1, z2, ..., zl) to d.n.f. next:
1) C.c. Ui(i = 1,m) can be represented as decimal representations of bi;
2) For each conjunction Uσ1

1 , Uσ2

2 , ..., Uσm

m in disjunction

F (z1, z2, ..., zl) = ∨σ1+σ2+...+σt=1U
σ1
1 & Uσ2

2 & ... & Uσt
t ,

where σi ∈ {0, 1}, i = 1,m, we write out all the unit coordinates (σi1 , σi2 , ..., σik) of the
set (σ1, σ2, ..., σm). With the help of (bi1, bi2, ..., bik) we calculate the decimal representation
of the conjunction (Ui1, Ui2, ..., Uik). For the zero coordinates σij(j = k + 1,m) of the set
(σ1, σ2, ..., σm) we write out cij, which are decimal representations of the c.c. Uij = zizk. From
bij = 2t + 2k we construct Cij

1 = 2t and Cij
2 = 2k corresponding to the c.c. ¬zi and ¬zk;

3) Using Ui = {¬zi,¬zk}, i = 1, n− k, we construct pairs of all possible s.c. Uij and
¬z1,¬z2, ...,¬zn−k, where ¬zi ∈ Ûi and Ci correspond to c.c. ¬z1,¬z2, ...,¬zn−k.

4) For decimal representations (b, c), we write out the corresponding s.c. The result of
the algorithm will be d.n.f. feature F (z1, z2, ..., zl).

5 Finding the roots of a system of nonlinear equations of the second degree

Let 
U11 ∨ U12 ∨ ... ∨ ...U1n1 = 1;

U21 ∨ U22 ∨ ... ∨ ...U2n2 = 1;

... ... ...

Um1 ∨ Um2 ∨ ... ∨ ...Umnm = 1.

(4)

The system of equations, where complex conjunctions (c.c.) Uij, i = 1,m; j = 1, ni has
the form: xσ1i1 ...x

σk
ik
Y
σk+1
v1...vt1

...Y
σk+l
w1...wtl

. It is easy to see that if ∧mk=1Ukjk 6= 0, (jk ∈ {1, 2, ..., nk}),
k = 1, n then the solution of the equation

∧mk=1Ukjk = 1 (5)
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is the solution of system (4).

Obviously, applying transformations: xσii · x
σi
i = xσii ; Y σi

v1...vt
Y σi
v1...vt

= Y σi
v1...vt

;

xσ1i1 ...x
σl
il

Y σ
i1...il

= 0, at
l∑

i=1

σi = σ̄,where the symbol
∑

means the sum modulo 2;

xσ1i1 ...x
σl
il

Y σ
i1...il

= xσ1i1 ...x
σl
il
, at

l∑
i=1

σi = σ;

xσ1i1 ...x
σl
il

Y σ
i1...il+1

= xσ1i1 ...x
σl
il

(x)il+1
, at

l∑
i=1

σi = σ;

xσ1i1 ...x
σl
il

Y σ
i1...il+1

= xσ1i1 ...x
σl
il
xil+1

, at
l∑

i=1

σi = σ̄;

xσ1i1 ...x
σl
il

Y σ′

i1..il+1..ik
= xσ1i1 ...x

σl
il
xσ

′′

il+1..jk
, at

l∑
i=1

σi + σ′ = σ′′;

Y σ1
i1..ik

Y σ2
i1..ikik+1..im

= Y σ1
i1..ik

Y σ1⊕σ2
ik+1..im

, (σj ∈ {0, 1}, j ∈ {1, 2, ..., n})

equation (5) can be reduced to the form: xδ1j1 ...x
δt
jt
Y δt+1
p1...pk1

...Y
δt+l
q1...qkl

= 1.

Moreover, this equation is equivalent to the system of linear equations:



xj1 = δ1

... ...

xjt = δt

Yp1...pk1 = δt+1

... ...

Yq1...qkl = δt+l

(6)

where Yv1...vkl = xv1 ⊕ xv2 ⊕ ... ⊕ xvt . Thus, system (6) is equivalent to equation (5) and its
solution will satisfy system (4).

The algorithm for solving system (4) is as follows. For all c.c. U11, U12, ..., Umnm such that
the product ∧mk=1Ukjk does not contain the elements zσ and zσ̄, where z = xi or z = Yv1...vt ,
we construct the equation ∧mk=1Ukjk = 1. The resulting equation is reduced to a system of
linear equations. We find its solution by the method of elimination of variables. The result
of the algorithm will be the solution of joint systems of linear equations that satisfies the
system (4).
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The general scheme for solving a system of Boolean equations is as follows:

SYSTEM OF BOOLEAN EQUATIONS
↓

GROUPING OF STATEMENT ELEMENTS
↓

CONVERSION OF THE SYSTEM’S STATEMENTS FOR SPECIAL D.N.F.
↓

MULTIPLICATION OF COMPLEX CONJUNCTIONS
↓

MINIMIZATION OF SPECIAL D.N.F.

Conclusion

In order to simplify the notation and reduce the time for solving systems of Boolean equations,
a method is proposed that is optimal for solving a separate class of systems of non-linear
Boolean equations of the second degree.

A theorem is proved that in the class of systems of non-linear Boolean equations of the
second degree under study, logical formulas are divided completely or partially into some
linear factors. A method is proposed for reducing logical formulas to a product of linear
polynomials, on the basis of which a system of linear Boolean equations is obtained, which
is solved an order of magnitude easier than a system of second-order Boolean equations. It
is proved that the problem of grouping elements reduces the maximum length of the second
degree Zhegalkin polynomial by C2

n and reduces its d.n.f. 2(C2
n) times.
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