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PARALLEL IMPLEMENTATION OF MUSKAT-LEVERETT EQUATION
USING CUDA

Capillary pressure plays a crucial role in waterflooding by influencing the displacement of oil by
water in reservoir rocks. It is influenced by factors such as pore size distribution, wettability,
and pore connectivity. Understanding and accounting for capillary pressure in the design and
implementation of waterflooding operations can lead to improved oil recovery from reservoirs. In
this work, to investigate the effects of capillary pressure in the waterflooding process in porous
media, a one-dimensional numer-ical model is proposed, and the execution time of the serial model
is computed. In the serial model, the absolute permeability, water and oil viscosity are considered
as constant. In order to speed up the execu-tion time of the serial model, the high-performance
computing technology CUDA is used, and the re-sults (execution time and speedup) on different
threads are calculated. The results of serial and CUDA parallel models for the effects of capillary
pressure are presented and analyzed.

Key words: HPC, CUDA, waterflooding, Capillary pressure, Saturation.
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CUDA rexnosiorusicelH naiigananbin Macker-JIeBepeTrT TeHaeyiH mapajuiesdi »Ky3ere acbipy

Kabar KXbIHbICTAPBIHIAFBI MYHAMIBIH CyMEH BIFBICYBIHA OCEP €Ty VIIH KallUJLUISIPJIBIK KbHICHIM
mrerrymi pesa arkapaael. OyaH KeyeKTep KOJIEMiHIH TapaJjIybl, CyJIaHy YKOHE KEYeKTEPIIiH KOCBLIY b
cugKTH akTopaap ocep eremi. CyMmMeH BIFBICTBIPY OINEpaIdsyiapblH Kobajay KoHe Ky3ere
achIpy Ke3iHje KAIUISIPJIBIK KBICHIM/IBI OWIACTBIPY KabaTTapJaH MyHall aJayabl *KakcapTyra
oKeJyl MyMKiH. Bys »KyMbICTa, CyMeH BIFBICTBIDY IIPOIECiH/IE KeyeKTi opTajarbl KaluJIsSpJIbIK,
KBICLIMHBIH, OCEPIH 3epTTey VIIH Oip eJImmeM i CaHJbIK MOJIE]b YCHIHBIIAIbl KOHE CEPUSLIBIK,
MOJIEJIBJIiH, OPBIHIAY YaKbIThI ecernresemi. CepusiiblK, MOJIE/Ibe aDCOTIOTTI OTKI3TIMITIK, Cy XKoHe
MaiIbIH TYTKBIPJIBIFBI TYPAKTHI MOH AJIa bl el KapacThIPbLIAbl. CepHsIbIK, MOJETbIIH OPBIHIATY
yakbIThIH KbligaMaary yinin CUDA orapbl ecenrrey TEXHOJIOTUSICHI KOJIIAHBLIAIBI 2KOHE 9PTYPJIi
arbIHJIAp OOUBIHINA HOTHXKeJEP (OPBIHIAIY YAKBIThl MEH KBIIJIAMIBIFDL) AJIBIHJIbL. KanuIsipiIbK,
KBICLIMHBIH, 9cepine baiianbicThl cepustablk, skone CUDA mapaJiens Moebaepinin, HoThKeaepi
YCBHIHBLUTJIBI YKOHE TaJJIay YKACAJIBIHIIbI.
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B sannoii pabore 17151 NCCIe0BaHusl BIAMSHIS KAIULISIPHOIO JABJICHUSI B IIPEIECCUN 3aBOIHCHUS
B IOPUCTBLIX CPEJIaX IPejIaraeTcs OJHOMEPHAs YMCJICHHAS MOJIE/Ib U BLIYUC/IACTCS BPEMsl BBIIIOJI-
HEHUs II0CJIeI0BaTeIbHON Mozean. B ImociemoBaTenbHOR MoAean abCOJIOTHAS IPOHUIAEMOCTD,
BSI3KOCTh BOJbI U HEe(MTU CUUTAIOTCS ITOCTOSHHBLIMHU. JIjIsi yCKOpeHUsl BpPeMEeHH BbIITOJIHEHMS
[IOCIEJOBATENILHON MOIENN HCHOJb3YeTCAa TEXHOJOTHS BBICOKOIPOU3BOIUTEILHBIX BBIYUCJICHUI
CUDA, a pe3sysibrarsl (BpeMsl BBIIIOJHEHHs ¥ YCKOPEHUE) PACCYMTHIBAIOTCS HA PA3HBIX [IOTOKAX.
IIpeacraBiiensbl U MPOAHATU3UPOBAHBI PE3YJILTATHI IIOCJIEI0BATEILHON U MAPAJIEIbHBIX MOEIeH
CUDA gy 53 PeKToB KaluIsspHOro JaBJICHMSI.

Kurouesbie cioBa: Bricokonpouspoaurenbhble Boraucienns, CUDA | 3aBojHeHne, KallnjLIsipHOE
JIaBJICHNE, HACBIIIEHHOCTD.

1 Introduction

Waterflooding [1] is a widely used method in the field of oil recovery. It involves injecting
water into an oil reservoir to displace and recover additional oil. As mentioned earlier,
the Buckley-Leverett [2] equation is commonly employed to model the two-phase flow of
water and oil in porous media during waterflooding processes. One important aspect of the
Buckley-Leverett equation is that it can exhibit a phenomenon known as shock waves or
discontinuities in the so-lution. These occur when there is a sudden change in the saturation
profile, resulting in sharp interfaces between the fluids. The presence of capillary pressure
can smooth out these interfaces to some extent, but they may still be presence. In the
production of oil engineering, engineers have made simplifying assumptions associated with
the movement of water into the oil phase. However, it is important to acknowledge that
simplifying assumptions are often made regarding the interaction between water and oil
phases during waterflooding. These assumptions may not always reflect the complexities of
real-world situations. In reality, there are functional relationships that exist among saturation,
capillary pressure, and other factors between the oil and water phases. These functional
relationships describe the interplay between saturation and capillary pressure, considering
factors such as the wettability of the reservoir rock, interfacial tension between oil and water,
and the presence of other fluids or contaminants. These relationships capture the effects of
capillarity and multiphase interactions on fluid flow behavior. So, in this work, the Muskat-
Leverett equation is considered.

In the past, various capillary pressure-saturation models have been developed and
correlated from laboratory experiments conducted under equilibrium conditions. These
models aim to describe the relationship between capillary pressure and saturation of the
wetting phase in a porous medium.

Static capillary pressure-saturation relationships, such as the ones referenced in [3|, have
been widely used in mathematical studies and numerical simulations of multiphase flow in
porous media. These relationships provide a means to incorporate the effects of capillary
pressure into the governing equations and capture the behavior of fluid displacement.

It’s important to note that while these static capillary pressure-saturation models have
been widely used and provide valuable insights, they are empirical in nature and may have
limitations when applied to real reservoir conditions. Factors such as hysteresis, dynamic
effects, and heterogeneity of the porous medium can influence the capillary pressure-
saturation relationship, and more sophisticated models may be required to capture these
complexities accurately.
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However, recent studies in soil physics have highlighted limitations in using laboratory-
measured capillary pressure as an accurate representation of capillary pressure in cases
involving large velocities or when the fluid content is in motion. These findings have led
to the development of new aspects and theories in two-phase flow, challenging the classical
capillary pressure-saturation relationship and proposing the concept of dynamic capillary
pressure.

The theoretical studies referenced in [4-9] have contributed to the understanding of
dynamic capillary pressure and its implications in two-phase flow modeling. These studies
have proposed different formulations and approaches to describe the dynamic capillary
pressure-saturation relationship, aiming to incorporate the influence of flow rate, fluid motion,
and non-equilibrium conditions.

In recent years, high-performance computing technologies enable faster computations,
improved modeling capabilities, and enhanced understanding of complex phenomena, leading
to more efficient exploration, production, and reservoir management strategies. Especially, the
application of HPC technologies in the oil and gas industry has led to significant advancements
in computational capabilities and modeling accuracy. By leveraging parallel computing and
utilizing technologies like OpenMP, MPI, and CUDA, researchers can perform complex
calculations in a fraction of the time it would take with traditional computing methods. This,
in turn, facilitates better decision-making, optimization of oil and gas production processes,
and improved resource management.

CUDA is a parallel programming model that bridges the gap between CPUs and GPUs.
CUDA enables developers to harness the parallel processing power of GPUs, which offer
higher instruction throughput and memory bandwidth [10-14] compared to CPUs. This
advantage makes GPUs well-suited for accelerating computations in various fields, including
oil reservoir modeling.

In [15], the authors describe the development of a parallel algorithm using CUDA
technology for three-dimensional reservoir modeling. By leveraging the capabilities of CUDA,
the researchers aimed to increase the speedup of their computations and enhance the modeling
capabilities in the oil reservoir field. The parallel algorithm likely utilized the parallel
architecture of GPUs to distribute the computational load across multiple cores, enabling
faster calculations and improved performance.

In [16] authors suggest that it is possible to conduct computations of complex
mathematical models, specifically the three-dimensional Poisson equation, in real-time using
mobile devices. The authors conducted comparative analyses of execution time and likely
demonstrated the feasibility of leveraging the computational power of mobile devices to
perform real-time computations. This work highlights the potential benefits of parallel
computing, specifically CUDA, in the context of computational modeling in the oil and
gas industry. The use of parallel implementations can lead to significant improvements in
execution time, allowing for real-time computations on mobile devices and the ability to
handle larger and more complex problems in reservoir simulation.

In [17], a parallel implementation for a Forward Reservoir Simulation (FRS) is presented.
The authors developed a CUDA based parallel simulator for FRS, which allows for solving
significantly larger problems compared to a serial implementation. The results indicate that
the proposed CUDA based parallel implementation enabled solving a problem 82 times larger
than the serial implementation. This demonstrates the effectiveness of CUDA in achieving
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substantial speedup and scalability in reservoir simulation, thereby enabling a more detailed
and comprehensive analysis of reservoir behavior.

In [18] authors investigated parallel data processing in a hybrid CPU+GPU system,
with a specific focus on utilizing multiple CUDA streams to overlap communication and
computations. The paper analyzed the performance and performance-to-power consumption
ratio of multi-stream data processing on modern multicore CPU+GPU systems. The authors
obtained results that can be used to implement building blocks for data stream frameworks,
particularly emphasizing multi CUDA stream communication optimization. This research
likely contributes to optimizing data processing and achieving efficient utilization of hybrid
CPU-+GPU systems.

In order to accelerate the execution time of the serial model, in this work, the High-
performance computing technology CUDA is applied, and the execution time and speedup
of the CUDA parallel model are calculated and analyzed.

2 Mathematical model

The mass conservation equations for water and oil phases in a porous medium reservoir can
be described as follows:

Water Phase: The mass conservation equation for the water phase, also known as the
water saturation equation, represents the conservation of water mass within the reservoir. It
considers the change in water saturation with respect to time and the flow of water through
the porous medium. The equation can be written as:

m23u div(7 ) =0, (1)
ot
Oil Phase: The mass conservation equation for the oil phase, also known as the oil
saturation equation, represents the conservation of oil mass within the reservoir. Similar
to the water phase equation, it considers the change in oil saturation with respect to time
and the flow of oil through the porous medium. The equation can be written as:

a5, .. B
m, + div(?,) = 0, (2)
So4 Sy = 1. (3)

Capillary pressure: The capillary pressure can be defined as the difference between the
pressure in the wetting phase (e.g., water) and the pressure in the non-wetting phase (e.g.,
oil) at a given location within the reservoir. It can be expressed as:

P,=F,— P,, (4)

where, m is porosity, S, and S, are oil and water saturation, v, v, are velocity of water and
oil. P. is the capillary pressure, P, is the pressure in the oil (non-wetting) phase, and P, is
the pressure in the water (wetting) phase.
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The Darcy’s law expresses velocities:

()L

where, k is the absolute permeability, p; is the viscosity of oil and water, f;(S) is the relative
permeability expressed by following equations:

fw(Sw) = 51207 fO(SO) = (1 - 50)2’ (6>
The pressure equation, expressed by equation (1) and (2), is following:

0 [ JulS) LSRN 0 [ L(S)ORY
%<_k PR 8x)_%(_k to 896)_0’

The initial condition at t=0 is given below:
S}t:OZSU’ P}t:OIPO'
The boundary conditions:

0
Slyo = Sois 5o =0 Pl =Ru Pl = P

To solve the (1)-(7) system of equation, we considered the following assumptions:
— The flow is linear, horizontal and of constant thickness;
— The flow is isothermal, incompressible and obeys Darcy’s law;
— Water and oil are immiscible;
— Gravity effects are negligible;
— The porosity is assumed constant;
— The density of water and oil are negligible.

3 Numerical model

The above mathematical model for oil recovery is nonlinear. To solve the Muskat-Leverett
equation (7) Jacobi method was used.
For pressure (7):

t t t t
piert) _ Mard Loy + Mo Pug-yy = My Pory + M-y Py ®
w(i) M(H%) + M(zfé)
where,

M + Mgy M; + M-y

w(s s Mlz M1 i Mlz M1 i—
M1= 20 g = P T,y = i TG

w H (+2) 2 (i=2) 2
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For saturation:

(t+1) _ At
Si =S+ A2 [K(z‘+§)(P(tz‘+1) ~ P) - K(i—%)(Pit - P(ti—l)) (9)
where,
K, + K K+ K- w(S
Kooy = M Re e Bt Raoy e JulS)
2 2 2 2 ll/w

For capillary pressure:

0.072 St
Ply=a (St ) - 2“ +0.391, (10)
w(i)
where,
a=35x1075.

4 CUDA programming model for Muskat-Leverett equation

In this work, CUDA technology is utilized for parallelization purposes. Figure 1 presents
the process of initialization and calling the kernel. The primary challenge in this step is the
initialization of device variables required for pressure computation. The process involves two
main steps. Firstly, the corresponding variables are defined, specifying their data types and
sizes. This step ensures that the necessary variables are available for computation. Secondly,
memory is allocated on the device (GPU) for these variables. This memory allocation step
reserves the required space on the GPU to store the variables and perform computations.
Following memory allocation, the corresponding data is copied from the host (CPU) to
the device. This data transfer operation enables the GPU to access and process the data
efficiently.

It’s important to note that before the “call kernel” operation, the block number and block
size must be considered. The block number and block size are directly associated with the
number of threads in the kernel. The block size represents the number of threads within a
block, and the block number determines the total number of blocks to be executed. For the
one-dimensional case, the block number and block size are determined by following a specific
process, which is defined by the following process, for one-dimensional case:

dim3 threadsPerBlock (number\ of\ threads);
dim3 numBlocks ((threadsPerBlock.x + N — 1) / threadsPerBlock.x);
kernel <<< numBlocks, threadsPerBlock >>>(parameters);

However, in general, the block size and block number are chosen based on the problem’s
characteristics, GPU architecture, and desired parallelism.

Thirdly, after the initialization and memory allocation steps described earlier, the
"kernel"is called as shown in Figure 2. The kernel is a CUDA function that runs in parallel
on the GPU. It performs the actual computations for the desired algorithm or operation.

The kernel function is designed to be executed by multiple threads in parallel. Each thread
is responsible for performing a specific portion of the computation, typically operating on
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Define host variables,
Allocate host memory

Detine device variables
Allocate device memeor

| Copy value from host to device |
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@

I Call kernel Pressure |

| Call kernel Saturation |

| Copy value from device to host |

v

| COutput result |

v

Figure 1: CUDA parallelization

different data elements. The block number and block size determined earlier play a crucial
role in defining the number and organization of threads that will execute the kernel.

Once the “call kernel” function is invoked, the computation of pressure is carried out ac-
cording to the process described in Figure 1. The "call kernel"function includes the following
operations:

(1) Calculation of Global ID: Each thread in the GPU needs to have a unique identifier
to control its independent execution. The global ID is calculated using the equation:

globalid = threadldx.x + blockldx.x * blockDim.x + gridldx.x * (blockDim.x *
gridDim.x).

This formula ensures that each thread is assigned a distinct ID based on its position
with-in the grid of blocks and threads.

(2) Finding the Maximum Value of Pressure: The thread ID is calculated, and shared
memory is defined to facilitate communication between threads within a block. This shared
memory will be used to store intermediate results.

(3) Calculation of New Pressure: The value of pressure in the new time step is calculated
using Equation (9), which likely represents the numerical scheme or algorithm used for the
pressure update.

(4) Subtraction and Saving in Shared Memory: The difference between the new and old
pressure values is computed, and the result is saved in shared memory. This step is performed

to find the maximum value among the pressure differences calculated by the threads within
a block.
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Figure 2: The computation of pressure in CUDA

(5) Calculation of Maximum Value within blocks: A reduction algorithm is employed to
determine the maximum value among the pressure differences within each block. This process
involves iterative reduction steps to combine and compare values until the maximum value
is obtained.

(6) Calculation of Maximum Value among blocks: Using atomic operations, the biggest
maximum value obtained from each block is determined. Atomic operations ensure that
multiple threads can safely access and update a shared variable without conflicts.

(7) Updating the Old Pressure Value: The old pressure value is updated with the newly
calculated pressure value, as part of the iterative process for solving the pressure equation.

(8) Comparison with Computation Accuracy: The received biggest maximum value is
compared with a predefined accuracy threshold. If the maximum value is less than the desired
accuracy, the computation cycle (steps 3 to 7) continues. Otherwise, if the maximum value
exceeds the accuracy threshold, the computation cycle is repeated until the desired accuracy
is achieved.

This process iteratively calculates the pressure values until convergence, where the
maximum change in pressure falls below the specified accuracy. The steps involve parallel
computations by multiple threads within blocks and synchronization using shared memory
to find the maximum values efficiently.
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5 Results

Table 1 presents the input parameters of the CUDA parallel model. These various parameters
affect the behavior and performance of the parallel model.

Table 1: Parameters of the model

Parameters Description Value
k Absolute permeability | 0.000001
L Water viscosity 0.09
Lo Oil viscosity 0.3
m Porosity 0.2
Py Injected pressure 0.5
Pt Initial pressure 0.3
Ppord Production of pressure 0.1
S'ing Injected saturation 1.0
Sinit Initial saturation 0.001

Table 2 displays the execution time of the serial model. The table demonstrates how the
execution time of the serial model varies as the number of points is increased. It indicates
that as the number of points increases, the execution time also increases. This observation
suggests that the computational complexity of the problem grows with the number of points,
resulting in longer execution times for larger problem sizes. That is obtained by executing a
serial algorithm in a workstation with an 11the Gen Intel(R) CORE(TM) i9-11900KF.

Table 2: The execution time of the sequential model.

Number of elements | Execution time(s)
212 4.2624
213 8.5646
214 16.6913
21 34.9052
216 70.6724
217 140.431
218 287.398
219 590.7
220 1208.34
221 2418.37

The performance evaluation of the parallel algorithms is presented in this section.
Specifically, the focus is on assessing the execution time and speedup achieved by utilizing
CUDA parallelization techniques. In the GPU device, various block sizes were tested,
including 64, 128, 256, 512, and 1024. Among these block sizes, it was observed that a block
size of 1024 yielded the best results in terms of performance when compared to the others.

Based on this observation, the block size of 1024 was chosen as the preferred configuration
for all the tests conducted in this work. This consistent block size allows for fair
and meaningful comparisons of the execution time and speedup across different parallel
algorithms.

Table 3 provides a summary of the results obtained from the CUDA parallel algorithms. It
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includes the execution time for each block size, as well as the corresponding speedup achieved
compared to the serial implementation. These results are obtained by the NVDIA Ge-Force

RTX 2080 Ti.
Tabel 3: The execution time and speedup of the CUDA parallel algorithm.

number | Execution| Speedup | Execution| Speedup | Execution| Speedup | Execution| Speedup
of time (128) time (256) time (512) time (1024)
elements | (128) (256) (512) (1024)
212 2.99885 1.42 4.21201 1.0 7.18712 0.59 13.2427 0.3
213 3.72914 2.3 4.59255 1.87 7.50429 1.14 13.7876 0.6
214 6.32544 2.64 5.3485 3.12 7.8867 2.12 13.9358 1.2
21° 11.7902 2.96 9.62928 3.63 8.54534 4.1 14.3246 24
216 23.323 3.0 17.8835 3.95 15.8657 | 4.45 14.9749 4.7
217 49.1264 2.86 33.3089 4.2 28.8945 4.86 28.58582 | 4.9
218 100.428 2.86 65.9505 4.1 55.8267 5.15 55.452 5.2
219 203.329 291 128.392 4.6 110.739 5.33 108.783 5.4
220 412.112 2.93 254.881 4.74 215.897 5.6 214.71 5.6
221 818.841 2.95 505.169 4.79 423.209 5.7 413.065 5.86

By analyzing the execution time and speedup values presented in Table 3, the effectiveness

of the CUDA parallel algorithms can be assessed. These results provide insights into the
performance gains achieved through parallel computing and help validate the benefits of
utilizing CUDA technology for accelerating the computations in the oil reservoir simulation
domain.

Figure 3 shows the execution time of serial and CUDA parallel algorithm with a block

size equal to 128.

Execution time(s)

2500

2000 A

1500 A

1000 A

500 A

B Serial_time
B Thread 128

0,
2712 2713 2714 -2°1S5 27160 2717 2718 2719 2720 2721
number of elements

Figure 3: Computation time of serial and CUDA parallel algorithm

From Figure 3, it is evident that the CUDA parallel algorithm performs equally fast as

the serial model as the number of elements increases.
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Figure 4 visualizes the parallel execution time of the CUDA parallel algorithms on different
block sizes. On the other hand, Figure 6 showcases the speedup achieved by the parallel
algorithms in the computation of the Muskat-Leverett equation.

B Thread_128
B Thread_256
B Thread_512
700 mmm Thread 1024

800

600 4

500 1

400 q

Execution time(s)

2001

1004

0_
2712 2713 2714 2715 2716 2717 2718 2719 2720 2721
number of elements

Figure 4: Computation time of different block sizes of parallel algorithm
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Figure 5: Speedup of parallel algorithm

From Figure 4, the CUDA parallel algorithm with the larger block size performs equally
fast as the number of elements increases. Notably, when the block size is set to 1024, it
provides the most optimal results compared to other block sizes. Initially, smaller block sizes
(128, 256) exhibit good speedup when compared to larger block sizes (512, 1024). However,
as the number of elements increases, the larger block sizes progressively yield better and
improved results, shown in Figure 5.
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By referring to Figure 4 and Figure 5, researchers and readers can gain insights into the
efficiency and effectiveness of the CUDA parallel algorithms specifically applied to solving
the Muskat-Leverett equation. These figures provide a visual representation of the parallel
execution time and the resulting speedup, allowing for a comprehensive assessment of the
performance benefits and scalability achieved through parallelization.

6 Conclusions

This work focuses on solving the oil displacement problem using the Muskat-Leverett
equation. The numerical model is solved using the Jacobi method. In this work, the serial
algorithm and a CUDA parallel algorithm are developed. The results obtained from the
parallel algorithms are thoroughly analyzed. The analysis reveals that the execution time
and speedup of the model are influenced by various factors, such as thread divergence, block
size, synchronization, and compile time. These factors play a crucial role in optimizing the
performance of parallel algorithms.

Table 3 presents the findings regarding the impact of these factors on the execution
time or speedup. By examining the table, researchers and readers can gain insights into the
performance characteristics and scalability of the parallel algorithms about the number of
points in the computational domain.

Notably, the results demonstrate that with an increasing number of points, the speedup
achieved by the parallel algorithm improves in comparison to the serial version. This indicates
that the parallel algorithms effectively leverage the computational capabilities of parallel
computing platforms, resulting in enhanced performance and reduced execution time.
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