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CREATING A MODEL OF SEMANTIC ANALYSIS OF EXTREMIST
TEXTS IN THE KAZAKH LANGUAGE

Presently, there is a significant emphasis on the utilization of semantic analysis to scrutinize texts
and viewpoints expressed in the Kazakh language within the realm of social networks, with the
primary objective of identifying content of a suspicious or extremist nature. This research article
is dedicated to exploring the application of machine learning and deep learning techniques in the
realm of extremist content detection within textual data.

The investigation takes into account several critical factors, including oversampling and
undersampling during the feature processing phase, the nuanced differentiation between extremist
and neutral subjects, and the handling of imbalanced classification challenges. These considerations
culminate in the development of a sophisticated deep learning model for text classification. The
study encompasses the deployment of various machine learning models to discern extremist content
within textual materials. Additionally, a comprehensive comparative analysis of machine learning
methodologies is conducted to ascertain the most effective approach for this task, taking into
consideration oversampling and undersampling techniques for addressing data imbalance issues.
The research endeavors are delineated into two core subtasks: the formulation of a machine learning
model specialized in the detection of extremist content within text, and the construction of a deep
learning model that factors in the unique characteristics of the Kazakh language and the available
dataset.

Furthermore, the study delves into the intricacies of feature processing, culminating in a
comparative assessment of outcomes derived from a range of machine learning algorithms used
to classify religious extremism, each leveraging distinct feature combinations. The methodologies
explored encompass decision trees, random forests, support vector machines, k-nearest neighbors,
logistic regression, and naive Bayes.

This research significantly contributes to the spheres of text mining, artificial intelligence, and
machine learning, offering practical recommendations for the processing and categorization of
texts linked to religious extremism. Moreover, it underscores the contemporary significance of
conducting semantic analyses on extremist texts written in the Kazakh language.

Key words: internet extremism, machine learning, deep learning, social networks, neural
networks.
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Kagipri yakpITTa 97€yMeTTIK KeTijepse Ka3ak TUTIH/eri MOTIHAEp MEH KO3KapacTap/ibl 3epPTTey
VIMH CEeMaHTHUKAJIBIK, TaJday/Ibl KOJIaHYFa KOl KOHiJI OeiHyde, OHbIH 0ACThl MAKCATHI KY/IKTI
HeMece IKCTPEMHUCTIK CHUIATTArbl Ma3MYHIbI AHBIKTAY OOJIBIT TabbLIaABl. ByiT 3epTTey Makaachl
MOTIHJIK JIepeKTeP/eri SKCTPEMUCTIK Ma3MYHJIbBI aHBIKTAY CAJIACBIHJIA MAITUHAJBIK, OKBITY MEH
TEPEH, OKBITY B/IICTePIH KOJJIAHYbI 3€PTTEM/Ii.
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Seprrey GipHere MaHbI3IbI (DAKTOPJIAP/IBI €CKEPEIi, COHBIH iImiHAe QYHKIUAIaAPIbl OHIEY CAThI-
CBIHJa APTHIK, IPIKTEY >KOHE YKETKIJIIKCI3 TaHJay, SKCTPEMUCTIK YKoHe Oeiitapan cyObekTiiep apa-
CBIHJIAFBI HO3IK capaJay yKoHe TeHIepIMCi3 XKIKTey Mocesesepin menty. Byt mabiMaayrap MOTIHL
KIKTey VINH Kyp/esi TepeH, OKbITY MOJEJiH 93ipJieyMeH agKTaaabl. 3epTTey MOTIHJIK MaTepu-
aJIJIap/larbl SKCTPEMUCTIK Ma3MYHJIbI aHBIKTAY YIIIH 9PTYPJI MAITUHAJBIK, OKBITY Y/TLIEpiH Iaii-
JaJlaHyIbl KaMTHAbI. Byman 6acka, JepeKTep/IiH TeHrepiMci3mairi Mocesesiepin merry yImH apThIK
ipikTey KoHe YKETKLIIKCI3 TaHJay 9/IiCTepiH eCKepe OTBIPHIN, OChI TAIICBIpPMaFa €H THIMJIi TOCiJ-
Ji aHBIKTAy VIIIH MAIMAHAJBIK OKBITY 9JiCTeMeJEPiHiH KeMeH i CAJTbICTBIPMAJIBI TaJIaybl KYp-
risinemi.

3eprrey KYMBICTAPbI €Ki HEri3ri KOCAJIKbI MiHJeTKe OOJIIHIeH: MOTIHEr! IKCTPEMUCTIK Ma3MYH/IbI
aHBIKTAyFa MaMAHIAHILIPHIIFAH MAITMHAJIBIK OKBITY MOJEIH 93ipJey KoHe Ka3ak TiIiHiH Oipereit
CUTIATTAMAJIAPbl MEH KOJIKETIMJII JIEPEKTEP KUBIHTHIFLIH €CKEPE OTBIPBIN, TEPEH, OKBITY MOJIEJIH
KyDY.

3eprTey COHBIMEH KATap, [IHA SKCTPEMU3M/Il KIKTEy VIMiH MailJaJaHbIIATBIH MAITHHAJIBIK OKbI-
Ty aJrOPUTMJEPiHIH ayKbIMBIHAH AJbIHFAH HOTHXKEJIEDP/l CAJIBICTHIPMAJIbI DarajayMeH asKTaJia-
TBIH, 9PKANCHICHIHIA epeKkine Oeriiep/Iin, KOMOMHAIMSACHIH Talia1aHa OTBIPLIT, MYMKIHIIKTepIi
OHJIEY/IiH, KbIP-ChIPBIH 3€PTTe . 3epTTe/INeH 9icTePre IIENNM aFaliTapbl, Ke31eficOK OpMaHIap,
TipeK BEKTOPJIBIK MAIIUHAJIAP, K-€H 2KaKbIH KOPIILIED, JJOIMCTUKAJIBIK, PErpeccus XKoHe anraJ beiic
Kipesi.

By 3eprrey minm skcrpemMm3aMre KaTBICTBI MOTIHAEPAI OHIEY OOMBIHINA TOXKIpHUOETIK HYCKAYJIAp
YCBIHA OTBIPBII, MOTIH/II OHJIEY, XKACAH/IHl HHTEJIJIEKT YKOHE MAITNHAJIBIK OKBITY CaJiajlapblHa eJIeyIIi
yJtec Kocabl. OHBIH yCTiHE OYJI Ka3aK TUIHJIE Ka3blFaH SKCTPEMUCTIK MOTIHIEPre CEMAHTUKAJIBIK,
TaJIay KYPrisdy/IiH 3aMaHayd MaHbI3/IbLILIFBIH KOPCETE]I.

Tyiiin ce3aep: MHTEPHET YKCTPEMU3MI, MAITUHAJIBIK, OKBITY, TEPEH OKBITY, 9JIEYyMETTIK KeJijep,
HeUPOHJIBIK, *KeJILTep.
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Co3zmanne MoJell CeMaHTUYeCKOro aHAJIM3a TEeKCTOB 3KCTPEeMUCTCKON HaImpaBJeHHOCTH Ha
Ka3aXCKOM fI3bIKe

B nacrosiiee BpeMsi 60JIbII10e BHUMAHNE YJIEJISI€TCsI UCIIOIb30BAHIIO CEMAHTUYIECKOIO aHAJIA3A, JIJIsT
U3yYeHNs] TEKCTOB M TOYEK 3PEHUsi, BHIDAXKEHHBIX HA KA3aXCKOM SI3bIKE B COIMAJBHBIX CETX, C
OCHOBHOI1 I€JIbI0 BBISIBJIEHUsT KOHTEHTA IOI03PUTEHHOIO UJIU SKCTPEMUCTCKOIO XapakTepa. JTa
HCCJIEI0BATENbCKAS CTAThs ITOCBSAINEHA M3YYE€HUIO IPUMEHEHNsI METO/IOB MAIIMHHOTO O0yYeHus U
ry6oKoro obydeHust B 00/1aCTH OOHAPYKEHUST SKCTPEMUCTCKOTO KOHTEHTA B TEKCTOBBIX JAHHBIX.
B uccieioBanny yanThIBa€TCS HECKOJIBKO BaXKHBIX (DAKTOPOB, B TOM YHUCJIe M30BITOYHASI U HEJIO-
craTodHasl BRIOODKa Ha dTare oO0pabOTKU MPU3HAKOB, TOHKas AuddepeHnuaus MexIy SKCTpe-
MUCTCKUMU U HEHTPAIbHBIMA CyObeKTaMu, & TAKKE PelleHne IpodieM HechaIaHCHPOBAHHOMN Kitac-
cudukaryum. DT COOOPAYKEHUST 3aBEPIIAIOTCS PA3PAOOTKON CJIOKHON MOJIEJIH TIyOOKOTO 00y deHUsI
s Knaccudukanuu Tekcra. VccimenoBanne BKIIOYaeT B cebs MCIOJIB30BAHUE PA3JINYHBIX MOJIE-
Jielf MaIMHHOIO OOYYeHUsl JJIsl BBISIBJIEHHS SKCTPEMUCTCKOTO COJEPXKAHUS B TEKCTOBBIX MaTepU-
ajiax. Kpome TOro, mpoBOJUTCsI BCECTOPOHHUI CPABHUTEILHBIN aHAJIN3 METOIOJIOT M MAITHHHOTO
obOydenust Jyisi onpeiesieHusi Hanbosee 3(HEKTUBHOrO MOAX0/Ia K ITOH 3a/ade C yIeTOM METOI0B
[IEPENCKPETU3ANNN U HEIOCTATOYHON BHIOOPKU 1T PEIeHns ITpobjieM nucOaanca TaHHbIX.
UccireroBarenbckie yeuans pa3esieHbl HA JIBe OCHOBHbBIE [I0/I33/1a91: Pa3pabOTKa MOIEIN MAITIHH-
HOI'O O6yquI/IH, CIIeI_[I/IaJII/ISI/IpyIOIIlefICH Ha O6Hapy}KeHI/II/I IKCTPEMUCTCKOI'O KOHTE€HTa B TEKCTe, 1
ITOCTPOEHUE MOJIEJIU TJIyDOKOro 00y YeHHsl, YINTHIBAIOIIEHl YHUKAJIbHBIE XapAKTEPUCTUKU KA3aXCKO-
r'0 sI3bIKA U JOCTYITHBIA HAOOD JAHHBIX.

Kpowme toro, uccireroBanne yriaybsseTcss B TOHKOCTH 0OpabOTKU MPU3HAKOB, KyJIbMUHAIIEH KOTO-
PBIX SIBJISI€TCS CPABHUTEJIbHAS OIEHKA PE3yJIbTATOB, IIOJYy9YEHHBIX C IIOMOIIBIO PSIa aJrOPUTMOB
MAaIIMHHOIO 00y YeHHs, NCIOJIb3yEeMbIX JIJIs KJIACCUMUKAIINN PEJIUTUOIHOTO SIKCTPEMU3IMA, KaXK TbIi
U3 KOTOPBIX UCIOJIB3YET OT/Ie/IbHbIe KOMOMHAIINY [IPU3HAKOB. VcciiejoBaHHbBIE METOOJIOT N BKJTFO-
JarOT JIEPEBbsI PEIeHUl, CJIyJaiiHbIe Jileca, MAIINHBI OIMOPHBIX BEKTOPOB, K-OJjmKaimux cocemeit,
JIOTUCTUYIECKYIO PErPECCUIO0 U HAWBHBIN 0aileCOBCKUI ITOIXO/T.
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DTO HMCCIeOBAHNE BHOCUT 3HAYUTEIHHBIN BKJIAJ B 00JIACTH aHAJN3a TEKCTa, NCKYCCTBEHHOI'O WH-
TeJUIEKTa U MAIAHHOTO O0ydYeHusl, Ipejjiarasi TPAKTHIECKe PEKOMEH AN 10 00paboTKe U Ka-
TEropu3allui TEKCTOB, CBSI3aHHBIX C PEJIUTHO3HBIM IKCTPEMU3MOM. BoJitee TOro, 3T0 MOIIepPKIBAET
COBPEMEHHYIO 3HAYUMOCTD IIPOBEJIEHUS CEMAaHTUYECKOI'0 aHAIN3a IKCTPEMUCTCKIUX TEKCTOB, Halll-
CaHHBIX Ha Ka3aXCKOM SI3bIKE.

KittoueBbie cJIOBa: MHTEPHET YKCTPEMU3M, MAIIUHHOE 00ydeHue, rirybokoe o0ydeHue, COIualib-
HbIE CeTHU, HEIPOHHbBIE CETU.

1 Introduction

Semantic text analysis is one of the main problems of both the theory of creating artificial
intelligence systems associated with natural language processing and computer linguistics.
Syntactic and morphological analysis is usually used in the primary processing of texts using
an automatic machine method. Turning to semantic analysis, scientists not only consider the
text as a set of words and sentences, but also try to create a complete semantic image created
by the author.

Machine learning is considered a branch of artificial intelligence. Its main idea is that the
computer is not limited to using a pre-written algorithm, but learns to solve the problem
on its own. Any work can be classified into one of three levels depending on the relative
availability of machine learning technology. The first level is when it is available to various
technology giants at the level of Google or IBM. The second level is when a student who
has certain knowledge can apply it. The third level is when even grandparents can handle it.
Now that machine learning is at the intersection of the second and third levels, the pace of
changing the world with the help of this technology is increasing every day [1].

To create methods in machine learning, mathematical statistics, numerical methods,
mathematical analysis, optimization methods, probability theory, graphical theories, and
various methods of working with numerical data are used. As the processing power of
computers has increased, the laws and predictions they create have become many times
more complex, and the range of problems and problems that can be solved using machine
learning has expanded. With machine learning, we use different methods and select the most
suitable method for a given task.

The task is divided into 2 subtasks: 1) creating a machine learning model for detecting
extremism in text and 2) creating a deep learning model.

In general, many deep learning methods have sufficient performance and can solve many
problems that previously could not be solved effectively, for example, they are often used in
computer vision, machine translation, and speech recognition tasks. Using deep learning, we
develop a model taking into account the characteristics of the Kazakh language and data set

12].

2 Material and methods

Using machine learning to detect extremism in text

In this section, we compare the results of using different machine learning algorithms
to classify religious extremism using different combinations of features. Modern research
considers the following most common methods for constructing and training classifiers:
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decision tree, random forest, support vector machine, k-nearest neighbors, logistic regression,

naive Bayes (Figure 1).
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Figure 1: Comparison of results of classification algorithms
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Table 1 shows the comparison results between different methods using different features.
As shown in the table, the performance of all methods improves by combining more functions
together. This observation confirms the informativeness and effectiveness of the acquired
features. However, the contribution of each feature varies significantly, indicating variations
in the results of individual methods [3].
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Table 1: Comparison of different methods using different features

Methods Features ACC. Prec. Recall F1 AUC
SVM Statistical Features | 0.8204 0.2423 0.7593 0.3673 0.8622
+TF-IDF
Statistical Features | 0.8412 0.2512 0.6625 0.3643 0.8263
+TF-IDF+POS
Statistical Features | 0.1065 0.0641 0.8834 0.1196 0.5357

+TF-IDF+POS+LIWC
Statistical Features | 0.9444 0.9529 0.201 0.332 0.6472

+TF-IDF

Decision tree | Statistical Features | 0.9444 0.8969 0.2159 0.348 0.6395
+TF-IDF+POS
Statistical Features | 0.9444 0.8812 0.2208 0.3532 0.6274
+TF-IDF+POS+LIWC
Statistical Features 1234 1234 1234 1234 1234
Statistical Features | 0.9368 1.0 0.0794 0.1471 0.9179
+TF-IDF
Statistical Features | 0.9364 1.0 0.0744 0.1386 0.914

+TF-IDF+POS+LIWC
Statistical Features | 0.9335 0.8421 0.0397 0.0758 0.5847

+TF-IDF

KNN Statistical Features | 0.9354 0.8158 0.0769 0.1406 0.6105
+TF-IDF+POS
Statistical Features | 0.9351 0.7037 0.0943 0.1663 0.701

+TF-IDF+POS+LIWC
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Statistical Features | 0.9681 0.8942 0.6079 0.7238 0.9739
+TF-IDF
Simplified Statistical Features | 0.9625 0.806 0.598 0.6866 0.9687
Bayes +TF-IDF+POS
algorithm
Statistical Features | 0.9543 0.7304 0.531 0.6149 0.9599
+TF-IDF+POS+LIWC
Statistical Features | 0.9601 0.9568 0.4392 0.602 0.9759
+TF-IDF
Logistic Statistical Features | 0.9598 0.9418 0.4417 0.6014 0.9759
regression +TF-IDF+POS
Statistical Features | 0.9409 0.6647 0.2804 0.3944 0.9336
+TF-IDF+POS+LIWC

The AUC performance measurement in each classification is the area under the receiver
operating characteristic curve with all extracted features. In the last column of Table 4, AUC
tends to increase with more combined features. The logistic regression method obtains the
highest AUC of 0.9759, while most other methods have a very similar AUC value above 0.9.

To evaluate the classification of texts related to extremism with other specific online
communities, we expanded our corpus and tested our models in "news" and "jokes". As the
results show, most models show an accuracy of more than 75%, and the model trained with
KNN methods detects extremist texts with an accuracy of more than 95% in tests on both
datasets. This means our model can work in real environments with an accuracy of about
95% [4].

Using deep learning to detect extremism

Deep learning is ideal for natural language processing (NLP) tasks such as sentiment
analysis, text classification, machine translation. For text classification, we use the following
deep learning methods: convolutional neural network (CNN) and recurrent neural network
LSTM.

Our dataset includes labeled texts. Each text was assigned a label: 0 for neutral text or 1
for extremist text. Since in our case the data is text, we considered filtering and vectorization
to prepare the data. Text filtering is performed to reduce noise and outliers.

The following algorithm was used to filter the texts:

1) bringing all characters to the same case and removing unnecessary characters,

2) exclusion of common words (stop words),

3) perform stemming and lemmatization,

4) indicate the tokenization pattern (breaking the text into words - tokens) and the n-gram
model of words (the number of possible words in a token).

Neural networks can only learn to find patterns in numeric data, and so before we feed
text into the neural network as input, we converted each word into a numeric value. This
process is called word encoding or tokenization.

For tokenization, we used word embeddings. This method represents words as dense word
vectors (also called word embeddings). This means that the word "embedding" collects more
information into fewer dimensions. Their goal is to map semantic meaning into geometric
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space. This geometric space is called the embedding space. This will display semantically
similar words close to the embedding space, such as numbers or colors.

To tokenize the data, we used the Tokenizer utility class in Keras, which can vectorize a
text corpus into a list of integers.

from keras.preprocessing.text import Tokenizer
from keras.preprocessing.sequence import pad_sequences
from keras.preprocessing import text, sequence

tokenizer = Tokenizer{num_words=72082)
tokenizer.fit_on_texts{list(X_train))

X train = tokenizer.texts to sequences(X_train}
X_test = tokenizer.texts_to sequences(X_test)

X _train = sequence.pad sequences(X train, maxlen=288)
XK_test = sequence.pad_sequences(X_test, maxlen=268)

print{ "X_train shape:"; X train.shape)
print{'X_test shape: ', X_test.shape)

In Tokenizer we used two parameters: num_words which is responsible for setting the
size of the dictionary and pad _sequence() which simply pads the sequence of words with
zeros. The pad sequence() parameter is used to solve the problem of different word lengths
in a text sequence. We add the num words parameter, which is responsible for setting the
size of the dictionary. We set the value of num words to 20000. One of our problems is that
each text sequence in most cases has a different word length. And we’ll also add the maxlen
parameter to indicate how long the sequences should be. This cuts out sequences larger than
this number [5-6].

3 Literature review

The objective of this literature review is to bridge an existing knowledge gap by conducting
a comparative examination of machine learning algorithms utilized for the identification of
extremist content in the Kazakh language. By amalgamating and critically assessing prior
research, this review seeks to provide insights into the strengths, limitations, and potential
avenues for future exploration within this field. Ultimately, this endeavor contributes to the
advancement of robust tools aimed at countering the proliferation of extremism within the
Kazakh online sphere.

Article |7] underscores the importance of identifying and categorizing tweets associated
with extremism, as extremist groups employ social media platforms to disseminate their
ideologies and recruit adherents. The article introduces a system designed to analyze
content related to terrorism, with a specific focus on classifying tweets into extremist and
non-extremist categories. This approach harnesses deep learning-based sentiment analysis
techniques to construct a tweet classification system. Encouragingly, the experimental results
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suggest the potential effectiveness of this structural framework. The article addresses the
pressing need for effective methodologies to detect extremist content on prominent social
networks like Facebook and Twitter. It makes a substantial contribution to the domain
of extremism studies by presenting a framework that aids in monitoring and combating
the propagation of extremist ideologies online. Furthermore, this work offers prospective
researchers a blueprint for advancing the field of identifying and categorizing extremist
content on social media platforms.

In Article [8], the significance of researching online extremism to monitor the proliferation
of hate on social media platforms is articulated. The author highlights the limitations of
existing research, emphasizing its ideological bias and its propensity to utilize simplistic
binary or tertiary classifications. The research within this article endeavors to establish a
balanced dataset encompassing various ideologies, with a particular focus on extremist tweets.
The resulting dataset, referred to as Merged ISIS/Jihadist-White Supremacist (MIWS),
is evaluated employing pretrained BERT and its variants (RoBERTa and DistilBERT),
achieving a notable f1 score of 0.72. This study underscores the increasing emphasis on
natural language processing employing deep learning techniques within extremism detection
research.

Article [9] delves into the role of uncertainty in political, religious, and social matters
in inciting extremism among individuals, which manifests through their expressions on
social networks. Acknowledging the dominance of English in social media interactions,
this research underscores the importance of considering sentiments expressed in other local
languages to gain a more comprehensive understanding of the data. The study concentrates
on sentiment analysis of multilingual textual data sourced from social networks to gauge
the intensity of extremist sentiment. It introduces a multilingual dictionary complete with
intensity weightings, achieving a validation accuracy of 88%. For classification, Polynomial
Naive Bayes and Linear Support Vector Classifiers are deployed, with the Linear Support
Vector Classifier attaining an 82% accuracy rate on a multilingual dataset. This research
advances our comprehension of extremist sentiments expressed in multiple languages on social
networks, offers insights into the levels of extremism, and underscores the effectiveness of the
classification algorithms employed.

The subsequent article [10] accentuates the menace posed by online extremists on social
media platforms and acknowledges the limitations associated with suspending their accounts,
as they can readily create new ones. This study proffers operational solutions to confront this
challenge, with a particular focus on formulating behavioral patterns for Twitter accounts
linked to the "Islamic State of Iraq and Syria" (ISIS). These patterns are employed to track
existing extremist users by identifying pairs of accounts attributed to the same individual.

In summation, these articles collectively enrich the landscape of detecting extremist
content through the application of machine learning and deep learning techniques. They
encompass diverse facets such as sentiment analysis, language models, social network analysis,
and deep learning architectures. By engaging with these articles, readers can acquire a
comprehensive comprehension of the subject matter, along with insights into the diverse
methodologies and algorithms employed in this domain.
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4 Results and discussion

In neural network, we know several terms such as input layer, hidden layer and output layer.
Thus, the difference between deep learning and neural network architecture is the specified
number of hidden layers. A simple neural network has only 1 hidden layer, whereas Deep
Learning has more than 1 hidden layer (Figure 2).
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Figure 2: Deep Learning Model Architecture

We start with a layer of input neurons, where we enter our feature vectors, and then
the values are transferred to the hidden layer. Each time we connect, we pass the value
forward while the value is multiplied by the weight and the offset is added to the value. This
happens on every connection, and at the end we get the value of the output layer. The output
layer consists of one or more output nodes. In our case, one node, since we have a binary
classification task.

Neural network formula: To calculate the values for each output node, we must multiply
each input node p by the weight W and add a bias b. All this must then be summed up
and passed to function f. This function is considered an activation function, and there are
various functions. Typically, a rectified linear unit (ReLU) is used for hidden layers, a sigmoid
function for the output layer in a binary classification problem, or a softmax function for the
output layer in multiclass classification problems. We use the sigmoid function. The algorithm
starts by initializing the weights with random values and then trains them using a method
called backpropagation. This is done using optimization techniques (also called an optimizer),
such as gradient descent, to reduce the error between the calculated output and the desired
output (also called the target output). The error is determined by the loss function, the losses
of which we want to minimize using the optimizer. Here we use the "Adam" optimizer and
the "cross entropy" loss function [11].

Development of a convolutional neural network for text classification

Convolutional neural networks have revolutionized image classification and computer
vision by being able to extract features from images and use them in neural networks. The
properties that make them useful for image processing also make them useful for sequence
processing. In the case of text classification using CNN, the convolutional kernel slides over
word embeddings, only its task is to look at embeddings for several words at once. The
dimensions of the convolutional kernel must also change to suit this task.

To look at word embedding sequences, we want the window to look at multiple (usually 3
or 5) word embeddings in the sequences. The cores will be a wide rectangle with dimensions
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like 3x300 or 5x300 (with an embedding length of 300). In our case 4x200 because we set the
sequence length to 200 when tokenizing. Each kernel cell has a corresponding weight. As the
kernel slides over the word embedding, the kernel’s weights are multiplied by the value of the
word embedding, then all the multiplied values are summed to produce the output value.

The convolutional neural network will include many of these kernels, and as the network
is trained, these kernel weights are learned. Each core is designed to view a word and
surrounding words in a sequential window. Thus, the convolution operation can be considered
as window-based feature extraction. There is another nice property of this convolution
operation. Recall that similar words will have similar embeddings, and the convolution
operation is simply a linear operation on these vectors. So, when a convolutional kernel
is applied to different sets of similar words, it will produce the same output value [12].

To process the entire sequence of words, these kernels will sequentially traverse the list
of word embeddings. This is called 1D Convolution because the kernel only moves in one
dimension: time. One core will move one by one through the list of input embeddings, looking
at the first word embedding, then the next word embedding, the next, and so on. The resulting
output will be a feature vector.

The maximum values obtained by processing each of our convolutional feature vectors
will be concatenated and passed to the last layer. This is called MaxPooling. And this is
what our convolutional neural network looks like (Figure 3).
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Figure 3: Proposed Convolutional Neural Network

Now let’s see how we can use this network in Keras. First, we need to add an embedding
layer with the parameters input dim - the size of the dictionary, the number of unique
words we want to use; input length — sequence length; output dim — dimension of the
embedded variable. We then set an exclusion layer to exclude 50% of the nodes. Now we add
a convolutional layer that has 100 filters with a kernel size of 4, so that each convolution
takes into account a window of 4 word embeddings and a relu activation function. Before we
add the Max Pooling layer, we add a normalization layer. After the pooling layer, we add a
dense layer to get a pin size of 8 and use the relu activation function. Finally, we set up the
output layer. Since we are doing binary classification, we use the sigmoid activation function
and get 1 result in the output layer.

Here we used the "Adam" optimizer and the "cross entropy" loss function. And we got
the following result for 4 epochs (Figure 4) [13]:



Sh.Zh. Mussiraliyeva et al. 119

cnn_model = Sequentialf)

cnn_model .add (Embedding{input_dim=20088, input_length=288, output_dim=128))
cnn_model .add(SpatialDropoutlD{®.5))

cnn_model .add(ConvlD(filters=108, kernel_size=4, activation="relu'))
enn_model .add(BatchNormalization())

cnn_model ,add(GlobalMaxPoollD())

cnn_model ,add (Dropout(@.5))

cnn_model .add (Dense(&, activation='relu’))

cnn_model .add(Dense(1, activation='sigmoid’))

cnn_model.compile(loss="binary_crossentropy”’, optimizer=Adam{®.81),
metrics=["'accuracy’])
enn_hist = cnn_model.fit(X train, ¥_train, batch_size=25&,
epochs=4, wvalidation_split=0.2)
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Figure 4: Result for 4 epochs

Application of a recurrent neural network

A recurrent neural network is a deep learning algorithm designed to solve a variety of
complex computer problems, such as object classification and speech detection. RNNs are
designed to process a sequence of events that occur sequentially, making sense of each event
based on information from previous events. RNNs are rarely used in real-world scenarios due
to the vanishing gradient problem. This is one of the biggest challenges for RNN performance.
In practice, the RNN architecture limits its long-term memory capabilities, which are limited
to remembering only a few sequences at a time.

LSTM (Long short-term memory) is designed to solve the vanishing gradient problem and
allow them to retain information for longer periods of time compared to traditional RNNs.
Therefore, we use LSTM rather than a traditional recurrent neural network. The LSTM
architecture is shown below (Figure 5).

-

Figure 5: LSTM architecture
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We will classify text data using a deep learning network with long short-term memory
(LSTM). Text data is naturally sequential. A piece of text is a sequence of words between
which there may be dependencies. To learn and use long-term dependencies to classify
sequence data, we use an LSTM neural network. An LSTM network is a type of recurrent
neural network (RNN) that can learn long-term dependencies between time steps, as shown
above, of sequence data.

To input text into an LSTM network, you first need to convert the text data into numeric
sequences. We already converted the text into numeric values when we built the convolutional
neural network model. Next we will work with those numerical values.

We created exactly the same model for this neural network as for the convolutional neural
network. Only instead of a convolutional layer, a bidirectional LSTM layer was added.

Bidirectional LSTMs are an extension of traditional LSTMs that can improve model
performance in sequence classification tasks. In problems where all time slots of the input
sequence are available, bidirectional LSTMs train two LSTMs instead of one in the input
sequence. The first one refers to the input sequence as is, and the second one refers to an
inverted copy of the input sequence. With this form of generative deep learning, the output
layer can simultaneously receive information from the backward and forward states (Figure
6).
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Figure 6: LSTM architecture

A convolutional neural network (CNN) is limited by the local window size and can only
extract local text features. For long texts such as news, CNN cannot learn the long-term
dependency of long text. A deep learning recurrent neural network model based on long
short-term memory (LSTM) can learn the long-term dependency of text. The test data
classification results are shown in Figure 7 [14].
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Figure 7: Test data classification result
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5 Conclusion

As a result of this article, the following results were obtained: a) different machine learning
models were applied to the task of detecting extremism in text content; b) a comparative
analysis of machine learning methods was carried out to select the optimal method for a given
task; ¢) oversampling and undersampling methods were carried out to eliminate the problem
of data imbalance; d) a deep learning model (convolutional and recurrent neural networks)
was developed to detect extremism in Kazakh texts.
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