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ASYMPTOTIC EXPANSION OF THE SOLUTION FOR SINGULAR
PERTURBED LINEAR IMPULSIVE SYSTEMS

In this study, a singularly perturbed linear impulsive system with singularly perturbed
impulses is considered. Many books discuss different types of singular perturbation problems. In
the present work, an impulse system is considered in which a small parameter is introduced into the
impulse equation. This is the main novelty of our study, since other works [25] have only considered
a small parameter in the differential equation. A necessary condition is also established to prevent
the impulse function from bloating as the parameter approaches zero. As a result, the notion
of singularity for discontinuous dynamics is greatly extended. An asymptotic expansion of the
solution of a singularly perturbed initial problem with an arbitrary degree of accuracy for a small
parameter is constructed. A theorem for estimating the residual term of the asymptotic expansion
is formulated, which estimates the difference between the exact solution and its approximation.
The results extend those of [32], which formulates an analogue of Tikhonov’s limit transition
theorem. The theoretical results are confirmed by a modelling example.

Key words: singular perturbation, differential equations with singular impulses, small parameter.
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CuHTYJISIPJIbI aybITKBIFAH CHI3BIKTBI MMIOYJIBCTI 2Kyiie HIeIniMiHiH ACUMIOTOTUKAJIBIK, XKiKTe yi

Byn makasnama uMIryabeTi 6eJ1irizie CHHTYIISPIIbI ayBITKBIFAH ChI3BIKTHI UMITYJIBCTIK XKYile Ka-
pacTeipblIaibl. Kenreren :KyMbIcTap/1a CUHTYJISPJIbI Ay bITKBIFAH OPTYPJIl TUIITET] ecenTep KapaJsi-
Jbl. |25] kiranTa »KoHe Keilbip Gacka Makasagapaa Tek juddepeHIalIbK TeHeyinge Kimi na-
pameTpi 6ap UMITYJIBCTIK 2Kyiesiep KapacThIPbLIALI. By }KyMbICTa UMITYJIbCT] TeHJIeyiHe Kiri ma-
pamerp eHrizijii. Bys ocel 3eprreyain 6acTsl kaHaabrbl. CoHlail ak, Kili mapamMeTrp HOJIre YM-
TBIJIFAH Ke3JIe UMITYIbCTIK (DYHKIMSTHBIH MIEKCI3IIKKe KeTyiH 0o/ apIpMay YIIiH KaXKeTTi KOCHIMIIIA,
mapT KOHbL1abl. HoTukecine y3imiccis quHaMUKa TEOPUSICHI YVIIIH CHUHTYJISPJIBIK, TY2KBIPbIMIaMar-
ChI aliTap/IbIKTall KeHeWTiml. By 2KyMbICTa CHHTYJISIPJIBI ayBITKBIFAH OACTAIIKBI €CeIl IIeniMiHiH
Ke3 KeJITeH JIJIIIKTErl AaCHMIITOTUKAJIBIK XKIKTEIyl KYPBULAbI. ACUMITOTUKAJIBIK, KIKTEJIYIIH KAJl-
IIBIK, MYIIIECiH OaraJjiay TeOpeMachl TYKbIPBIMIAJIIBI 2KOHE 0JI HAKTHI M MEH OHBIH, YKy bIKTAJFAH
HIENNMiHIH afbIPBIMbIH Oarajiaiabl. AJibIHFaH HoTHXKejIep THXOHOBTBIH, MIEKTIK KOIIy TeOPeMachl
AHAJIOTBIH TY>KBIPBIMIAHTHIH [32] *KyMBICTHIH HoTHKeIepiH KeHelreni. TeopusiiblK HOTHKeH] pac-
TaATHIH HAKTHI MBICAJI I'PaUKAJIBIK, KOPHEKLIIKITEH KeJITipiji.

Tyiiin ce3mep: CUHIYJISPJIBI aybITKY, CHHIYJISIPJIbI UMITYJIBCTI JudpepeHInaiiblK TeHIeyIep,
Kimmi mapamerp.
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B crarpe paccMaTpuBaeTcs CHHTYJISIDHO BO3MYINEHHAs JIMHEHHAs UMILYJIbCHAs CHUCTEMa, B
KOTOPOI UMILYJIbChI TAKZKE CHHTYJISIPHO BO3MYIIEHBI. BO MHOIMX KHUTAX 00CYKJAJIUCH PA3THIHBIE
TUNBI 337124 C CHHTYJSIDHBIME BO3MYyINeHusIMU. B [25| 1 B HEKOTOpBIX APYyTUX CTATHSIX ObLIN
U3YYEHbI UMILYJIbCHBIE CUCTEMbBI ¢ MAJIbIM MapaMeTPOM, IMPUCYTCTBYIONM TOJBKO B muddepen-
UAJIbHBIX ypaBHeHUsX. B Hacrosimed pabore ObLI BBEJIEH MaJiblil TApAMETD TAK¥Ke B yYPABHEHUE
UMITYJIbCA. DTO TPEJCTaBIgeT COOON TIJIABHYIO HOBHU3HY JAHHOIO WCCJIEI0BaHusA. bBoJjee TOro,
OBLIO YCTAHOBJIEHO HEOOXOJMMOE YCJOBHE, IPEIOTBPAIIAIOIIEee KOJUIAIC UMITYJILCHON (DyHKINN
[IPH yMEHBIEHUN TapaMerpa JO HyJs. DTOT pPe3yJbTaT 3HAYUTE]HHO PACIIUPSET MOHSITHE
CUHTYJISIPHOCTH B Pa3pbIBHOM mguHamuke. B HacTosIeit pabore MOCTPOEHO ACUMIITOTUIECKOE
pa3JIOXKeHUe peIeHNsI CUHTYJISIPHO BO3MYIIEHHON HAYAJbHON 3a/a4i C IIPOU3BOJIBHON CTEIEHBIO
TOYHOCTH IO Mayiomy mapamerpy. CdopmyaupoBana Teopema 00 OIEHKE OCTATOYHOTO UJIEHA
ACHMIITOTUYECKOTO PA3JIOXKEHUS, UTO MOKA3BIBAET OIEHKY PA3HOCTH MEXKJy TOYHBIM pEIlIeHueM
U ero NpuOIMKEHHBIM DeIeHneM. DTH DPe3yJIbTAThl DACIIUPAIOT DPE3YIbTaThl paboTel [32], B
KOTOPOIt chopMyIupOBaH aHAJIOT TeopeMbl THUXOHOBaA O IIpe/ieTbHOM Tepexojie. [IpuBenen nmpumep
¢ MOJIEJIUPOBAHUEM, TIOITBEPK QIO TEOPETUICCKUN PE3YIIbTAT.

KutrouyeBsbie cjioBa: CHHTYISIpPHOE BO3MYIIEHNE, JuddepeHraaibHble YPABHEHUS C CHHTYJISPHBIMA
UMITyJIbCaMU, MaJIbIil TapamMeTp.

1 Introduction

Singularly perturbed equations have found extensive application as mathematical
representations for various phenomena in physics, chemical kinetics [1], mathematical biology
[2], hydrodynamics [3|, among others. Moreover, these equations are commonly encountered
in the exploration of practical engineering and technological challenges [2-5]. A singular
wave arises in case when a sudden force is added, for example, an earthquake might lead to
a catastrophic tsunami wave [6], a sudden temperature shock might also lead to a thermal
tsunami for a porous material [7], and a singular nonlinear oscillator behaves extremely
miraculously [8]. Now, the singular wave travelling becomes a hot topic in mathematics [9],
especially the quasi-periodic bifurcations [10], singular dissipations [11]. Due to the parameter
dependence, the solutions to these problems exhibit non-uniform behavior over time as the
parameters approach zero. Many authors are now actively studying singularly perturbed
differential equations. There are effective asymptotic methods for singular perturbation
problems that allow the construction of uniform approximations with any desired accuracy.
The boundary function method is one of them [12]. This method can be used to solve a
singularly perturbed problem when the Tikhonov theorem holds in part of the domain.

In this study, we will use the boundary function method to perform an analysis of
an impulsive system. The suggested model with singular impulsive can be investigated
by developing homotopy perturbation method [13|. Impulsive differential equations play
a significant role in multiple scientific fields, including physics, biology, medicine [16],
engineering [14] and chemistry [15]. They provide a more accurate representation of certain
natural phenomena than ordinary differential equations. Impulsive equations are particularly
important for controlling chaos and bifurcation in engineering systems, modelling epidemic
scenarios with impulsive births [17], and managing complex dynamic systems [18]. Some of
these systems are impulsive in nature and can be affected by small parameters, especially
singular ones [19,20]. However, solving an impulsive differential equation with a singular
perturbation is a very complicated task, leading to a lack of research in this particular
field. Impulse effects occur in various evolutionary processes that are characterized by
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abrupt changes of states [21]. They are also present in many systems along with singular
perturbations |22}-24].

Many papers have discussed different types of singular perturbation problems [12}[25-27].
Consider the following singularly perturbed differential equation

Ez/ = f(Z? y? t)?
Y =g(z,y,t),

where ¢ represents a small positive real number. In the literature, the result that follows from
this equation is known as the Tikhonov’s theorem [26}28.29]. Bainov and Kovachev [25] were

the first to extend the impulsive analogue of Tikhonov’s theorem for the system in the form
of

EZ/ = f(Za yat)v Az|t:ti = L,(y(tz))7
v =g(z,u,t), Aylim, = Ji(y(ts)),

where 0 < t; <ty < ... < t, < T and i = 1,2,...,p. It is important to note that only
the differential equation in their problem has a perturbation singularity. Akhmet and Cag
[30-32] were the first to consider differential equations with singular impulses in addition to
differential equations. They presented the following problem

e2' = f(z,y,1), Y =g(z,9,1), (1a)
EAZ‘tZGi = I(fzvya 6)7 Ay’tznj = J<Z7y)7 (1b>

where z, f and I are m -dimensional vector valued functions, y, g and J are n - dimensional
vector valued functions. The impulse system consists of differential equations (1a) and impulse
equations (1b). In addition, for the impulse function, the following condition

I
lim (z,y.¢€)
(2:9,6)—=(¢,7,0) €

= Iy #0, (+)

was used, which prevents the blow-up of the impulse function when the parameter approaches
zero, where y = 7(0;) representing the values for each impulse moment at t = 60;,i = 1,2, ..., p.
The main novelty of |32] is to extend Tikhonov’s theorem in such a way that in the system
the impulse function has small parameter. The singularity of the impulse part of the
system is analysed using perturbation theory methods. In [32], the behaviour of solutions in
a singularly perturbed system is investigated, differentiating between single-layer and multi-
layer dependence on condition (x). The results show that the transition to the limit for
y(t,€) is uniform over the entire interval 0 < ¢ < T. However, the transition to the limit for
z(t,e) is not uniform over the entire interval 0 < ¢t < T, but only within the subintervals
0<t<#6;,i=12,..,pfor § >0, excluding the boundary layers.

The theorems presented in the paper [32] do not provide the precise order of accuracy
for the asymptotic approximation 7(¢) for the solution y(t, ) in the interval 0 < ¢ < T and
Z(t) for z(t,e) outside the boundary layer. Our goal is to construct complete asymptotic
expansions with higher degree of accuracy for solutions of systems with singularly perturbed
impulses [33], [34]. In this study, we focus on singularly perturbed differential equations with
singular impulses and construct a uniform asymptotic approximation of the solution that is
valid over the entire interval 0 < ¢ < T, using the method of boundary functions.
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2 Main Result

In this part of the paper, we consider the inhomogeneous linear differential system where
impulses are singularly perturbed. Let us consider the following system

5% = Ai(t)z + Bi(t)y + efi(t),
d (2)
o = A=)z Balt)y + falt),

and
eAz|i—g, = C1(6;)z + Ca(0;)y + €11 (6;),
Ayli=g, = C3(0;)y + I>(6;)
with initial condition
2(0,e) = 2%, y(0,¢) = ¢°, (4)

where € > 0 is a small positive real number, 2" and ° are assumed to be independent of ¢,
0<b<by<..<0,<T,0;,i=1,2, .. p,are distinct discontinuity moments in (0, 7).
The solution of the problem — as € — 0 tends to solve the degenerate system

0= A:(t)z + Bi(t)y, 0= C1(6:)z + C2(0:)7,

(3)

dy
& = Mz + BT + L), AFlmo, = Co(6)7 + B(60),
with initial condition
y(0) = ¢°.

We need the following conditions:

(C1) The functions A;(t), Bi(t), fi(t), Li(t
infinitely many times on the segment 0 <

(C2) Ai(t) <0,0<t<T.

C1(6;
(C3) 1+#7A0 1+ Cy(6;) # 0.
C1(6; Cs(0; I

(C4) lim 1(6:)z + Co(6;)y + 1 (0; ):107&0
(2,5,6)=(,7,0) €

where 7 = 7(0;)— are the values for each impulse moment at the points ¢t = 6;,i =
1,2,....p.

We will look for the formal asymptotic expansion of the solution of — in the form

| t— 6,
Z(t,g) = ?(t,g) +w(’)(n,5) T, = —— 9 <t< 0i+1,
g

= 1,2, and C;(t),i = 1,2, 3, are differentiable

(t),
t<T,

(5)

y(ta ):g(t )+51/( (7'1, ) 60—0 9p+1 T,Z':M,

= Zs’fzk(t% y(t,e) = Ze%(t)
TZ, st Z, TZ, Zs I/k Tl.
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The coefficients w,(:) (1;) and V,(f) (7;) in the expansions @ are called boundary functions. The

additional conditions are imposed on them:

wil(00) =0, ) (00) =0, (i=1,2,....p.) g

Substituting the series into the system , we obtain

e(@'(t,e) + é@(i)(% e)) = Ai()(Z(t,e) + W (m, ) + Bit) (G (t,e) + vV (mi, ) + e fu(t),
T(t,e) + 09 (r;,e) = Ay (t)(Z(t, €) + W (7, ) + Ba(t)(G(t, &) + evD (7€) + falt).
The following two equations , @ are obtained to determine the coefficients of the regular
and boundary layer parts of the series @ from the last equations.
eZ (t,e) = Ai(t)Z(t,€) + Bu(t)y(t,e) + e fi(t),

T(t,2) = As(t)3(t.2) + Balt)F(t.<) + folt) ®)

and
w(z)(n, 5) = Al(éTTZ' + Qz>w(l)(7}7 8) + 531(67}' + QZ)V(Z) (Ti7 6),
l)(i)(Tl‘, 6) = A2(€Ti + Qz)w(")(n, 5) + €BQ<6TZ‘ + Hz)V(Z) (7’1‘7 8).
Now, represent A;(e7; + 0;), Bi(eT; + 6;),i = 1,2, in the form of power series in ¢,
<€Ti)2
TR
(57’1)2
2!

In both parts of equations , @D, the coefficients are equated according to the powers of ¢,
we obtain a sequence of ordinary differential equations for coefficients of the expansions in

(©)-

e’ 10 = A (t)Z(t) + Bi(t)7o(t),

(1) = As(t)70(t) + Balt)Ta(t) + fo(t), 1o
el 1 Zh(t) = Ay(t)Z1(t) + Ba(t)y, (1) + f1(t), (11)
71(t) = As(t)Z1(t) + Ba(t)7,(t),
e 17 (1) = AL(t)Z(t) + Bi(t), (), k > 2, (12)
T, (t) = Az(t)Zk(t) + Ba(t)7,(t),
and
0. @y _ Vol (1
€ Wy (TZ) = AI(QZ) 0 ( Z)u (1?))

0 (1) = As(B)w (72),
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@y Vo @ (1) = -
e : Wi (TZ) A1<91) k) ( Z) Fk‘( Z)v (14)

7 (73) = As(0:)wy (73) = (),

where functions I'y(7;) and O (7;) are expressed recursively by wj(»i)(n) and VJ@ (1;) with j < k.
Consider the interval ¢ € [0, 6;]. For the determination of the expansion terms in (6] from
equations , , it is necessary to have the initial conditions.
In order to determine the expansion terms in @ from equations , , the initial
conditions must be set. In the initial conditions substitute the series .

Z0(0) + €21(0) + ... + w{(0) + ew!”(0) = 2°,

1o(0) + €T3(0) + .+ t70) + {7(0) = 1 )
In both parts of the equations, equate the coefficients according to powers of ¢,

e : Z(0) + wy(0) = 2°, (16)

70(0) = ¢°,

e 2,(0) + w(0) = 0, )

7,(0) + 117, (0) = 0.

For the leading term Zo(t),7,(f) of the regular part of the approximation obtain the
systems

0= A1(t)Z0(t) + Bi(t)Yo (1),
To(t) = Ax(t)Z0(t) + Ba(t)7p(t) + fa(t), 7(0) =4°,

which obviously coincide with the degenerate system. To find wéo) (7o), solve the equation

Gy (r0) = A1 (0)wy” (m0)
with initial condition
W (0) = 2° — %(0).
Using the second equation in and formula @, obtain

. A2<0
~ A(0)

~—

(2" = %0(0)). (18)

It remains now to solve equation
% (10) = A (0)uy” (70)

with initial condition ([18]).
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In this way, all the terms of the approximation of order zero can be defined. Suppose we
have already defined all terms up to order k — 1. To determine the coefficients of €* for the
approximation Zx(t) and 7, (t), apply the systems

Z (1) = A ()2 (t) + Bt (1),
Th(t) = Ax(0)2k(t) + Ba(®)T(1). 7:(0) = =12, (0).
To find w,go) (70) it is needed to solve the following system
@ () = A1(0)wy” () = Tu(),
wi (0) = =Zk(0).
Using the equation and the condition , obtain the following initial condition

00) = Zel’ 0+ [TEEGG) - s (19

Solving the second equation of

A (1) — Aa(0)ws” (70) = O (70)

with the initial condition , find I/k,o (70)-

Now consider the followmg interval t € (0;,0;11],1=1,2, ..., p. Z(0;,¢) and y(0;, €) are the
initial values for this interval. Substituting the given series into the impulsive equation
, obtain the equalities

(Z(0t,9) + w9(0,2) — 2(6,2) — I ) = 00, <) — I )
0 — 0,
+ Co(0) (T8, €) + evV (2 0)) + L1 (6y),
€
§(0it+,€) +ev(0,2) — 5(6;,€) - av“”(%, €) = Cs(0:)(3(6:,€) + av‘i”(%, )
+ 15(0;).
Taking into account @, equate the coefficients according to the powers of ¢
OiO:C 91_(91 Cei_eia
€ 1(03)Z0(6:) + C2(0:)(0:) (20)

AYoli=o, = C3(0:)7(0:) + 12(0;),

e w(0) = C1(0:)71(6:) + Ca(0:)7, (6;) + L(6;) — AZoli—o,,

Amha—@@w<>—%mx

e*: w(0) = C1(0:)Zk41(6:) + Co(0:)Tp11 (6:) — AZkis,
AGyli-s, = Ca(0)7,(6:) — 1, (0).

In order to determine the approximation of the zero order Zy(t) and g, (t), consider the systems
0= A1(t)Z0(t) + Bi(t)7o (1), 0 = C1(0:)Z0(6:) + C2(0:)70(6:),
Yo(t) = A2(t)Z0(t) + B2(t)Uo(t) + f2(t), Algleo, = C3(0:)0(6:) + 12(6:).
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To find w(()i) (1;), we need to solve the equation
o (1) = (0w (7)1 = 1,2,
with initial condition
wy (0) = C1(6:)71(6:) + Co6)7:(6:) + 11(6:) — Aol

where w(()i)(O) may be modified as below. From the first equation and , obtain

Zo(t) = — (1), Zo(0:) = — =100 (6),

Hence,

Bi(6:)  Ca(6:)
A(0;)  Cu(0:)

(21)

The first equation (L1]) can be written in the form

210 + 50 = 1 EHO — A0

As a result, using the last equation and equality , the initial condition w(()i)(O) is
transformed into the form

; Cy(0;) ,_ _
W(())(O) = 1) )(26(91‘) — f1(6:)) + 11(0;) — AZo|i=o,-

Ay (6:)
From the second equation (13)) and (7)), we find initial condition

Ax(0:) ()
= w
A(0;)7°

() (0),i=1,2,....p. (22)

It is left to solve equation
(1) = Ax(0)w (1), i = 1,2, ..., p.

with initial conditions .
In order to determine the coefficients of ¥ for the approximation z,(¢) and 7,(t), have
the systems

Z (1) = Ay (D)Z(t) + Bi()7,(8),
(1) = As()Z4(t) + Bo()T(1),  ATilima, = C3(0,)7,(6:) — 1, (0).

To find wl(j) (7;) it is needed to solve the system
@ () = A0y (r) = Tu(:),
i (0) = C(0:)Zk41(6:) + Ca(60:) 1 (6:) — AZkli—,,
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where w,(:)(O) can be changed as follows. The first equation can be written in the form

Zrp1(t) + ii—gtt;yk—i-l(t) = Zi—((tt))

Using the last equation and equality , the initial condition w,(:)(O) is transformed as
follows

W (0) = 274 (0,) — AZlis,.

By using the equation and the condition ([7]), we get the following initial condition

i As(0:) > Ay(0;)
0 = a0+ [ (GGG — e 23

Then the boundary functions V,(:)(Ti),i = 1,2,...,p can be determined by the second
equation of and the initial condition .
Functions I'y(7;) and ©y(7;) possess the exponential estimate. Therefore, it can be proved

that the following inequalities hold,

where K and v are positive numbers.
Thus, the coefficients of the expansions @ are obtained at least up to order £k = n. On
the basis of above discussion one can conclude that the following assertion is correct.

Theorem 1 Under conditions (C1) — (C4), the series () is the asymptotic expansion as
e — 0 for the solution z(t,€),y(t,e) of the problem (@- in the interval 0 < t < T, i.e. the
following estimate holds

where

Zn(t,e) = ZW(t,e), Yo(t,e) = Y (t,),0; < t <01,

: = = : t—0;
ZW(te) = e amt) + Y rwi (n), = ,
k=0 k=0

€

Y (t ) = Zekgk(t) + SZEleii)(Ti),i =1,2,...,p.
k=0 k=0
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3 Example

Consider the following system with impulsive singularity

d
gd—j = —(t+2)z— (t+ 1)y —ct, elzlg, = (0: +2)2 + (6; + 1)y + 4¢6;,
(24)
d
d—‘g = —(t+2)z — 12y, Ayli—p, = 12y — 22
with initial conditions
2(0,e) =3, y(0,e) =2. (25)

where 6; = %,i =1,2,3,4.
The solution of problem — as ¢ — 0 tends to solve the degenerate system

0=—(t+2)2—(t+1)7, 0= (0;+2)z+ (6; +1)7,

Ji
d—? = —(t+2)7 127,  AGlg = 127 - 27
with initial condition

9(0) = 2.

t+1)
t+2)

—~

7. One can verify that condition

From the first line, we find the root z = ¢ = —

(C4) is valid

—~

0+ 2)z + (6; + 1)y + 40,
T Gkl el U e PR

(2:9,8)=(9,5,0) €

The solution z(t,¢) of system with initial value has multi-layers near ¢t = 0 and
t=0,+,1=1,2,3,4. It is clear from Figure 1 that there are multi-layers.



24 Asymptotic expansion of the solution for singular ...
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Figure 1: Red, green and blue represent the solution z(t¢,¢),y(t,e) of with initial
conditions z(0,e) = 3 and y(0,¢e) = 2, for € : 0.1,0.05,0.005, respectively.

4 Conclusion

In this article, the singular linear impulsive system is considered. The boundary function
method is used to construct the required asymptotic solutions. The asymptotic expansion of
solutions with arbitrary degree of accuracy on a small parameter is constructed. To verify
the theoretical results, an illustrative example is provided through simulation.
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