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DEVELOPMENT OF AN ERROR CORRECTION ALGORITHM FOR
KAZAKH LANGUAGE

This article discusses a method for correcting spelling errors in the Kazakh language using the
advantages of morphological analysis and a model based on noisy channels.

To achieve this goal, modern problems of automatic processing of Kazakh textual information
were analyzed, existing linguistic resources and processing systems of the Kazakh language were
systematized, the basic requirements for the development of a system for analyzing Kazakh textual
information based on machine learning were determined, and models and algorithms for extracting
facts from unstructured and poorly structured text arrays were developed.

The search function, an enhanced spelling correction algorithm, was utilized in this work and has
the ability to recommend the proper spelling of the input text. The maximum editing distance,
whether to include the original word when near matches are not found, and how to handle case
sensitivity and exclusion based on regular expressions are all easily adjustable features of this
functionality. Because of their adaptability, algorithms can be applied to a wide range of problems,
from straightforward spell checks in user interfaces to intricate natural language processing
assignments. Because of the way it’s designed, the search function finds possible corrections and
verifies the context of words while accounting for user preferences like verbosity and ignore markers.
Most modern multilingual natural language processing programs use only the graphical stage of
text processing. On the other hand, semantic text analysis or analysis of the meaning of natural
language is still an important problem in the theory of artificial intelligence and computational
linguistics. But in order to process the grammar and semantics of multilingual information, pre-
created semantic and grammatical corpora of each natural language are necessary. To solve this
problem, several tasks were considered and solved. These tasks included the analysis of research in
the field of machine learning methods used in the processing of textual information, the existing
problems of formalization and modeling of the Kazakh language, as well as the development and
implementation of models, methods and algorithms for morphological and semantic analysis of
texts of the Kazakh language.

Key words: Kazakh language, dataset, monolingual datasets, leipzig corpora collection,
Levenshtein distances, symspellpy, a multi-domain bilingual Kazakh dataset.
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Kazak Tini yimin Karenepzi Ty3eTy ajJiITOPUTMiH 93ipJjey

Byn makanmama MOpdOIOTHSIIBIK, TAMIAYABIH KOHE IIyJIbl apHAJapFa HEri3Je/reH MOJIEe/IbIIiH,
aPTHIKIIBUIBIKTAPBIH ITafiajiaHa OTBIPHII, Ka3akK TuIiHeri opdorpadusiiblK KaTeJepii Ty3ery
9JTiCi KapaCThIPBLIA/IbI.

Asra KOMBLIFAH MaKCaTKa KeTy yriiH Kazak MoOTIHIIK aklapaTblH aBTOMATTHI TYPJE OHJIEY/IiH
Ka3ipri 3aMaHFrbl Macesiesiepi Taamanabl. Ka3ak TUTH OHJIEY/IiH KOJIAHBICTAFbI JTUHIBUCTUKAJIBIK,
pecypcTapbl MeH Kyiesepi KyiesleH i *KoHe MAITUHAJBIK OKBITY HETi3iH/e Ka3aK, MOTIH/IK aKIa-
PATBIH TaJiay KYieciH 93ipJieyre KONbLIATBIH HEri3Tl TajamnTap, COHJIAl-akK KypbLIbIMIAJIMAFaH
akmapaTrTaH (QaKTiIep/ i aay MOIEIbAepi MEH aJrOPpUTMIEP] affKbIHIAIIbI.
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By xxymMmbic i351ey DYHKIUACHIH, Kipic (Dpa3achbIHbIH, BIKTUMAJ JIYPHIC YKA3BLIYBIH YChIHA AJIAThIH
JKETUIIIPUINeH eMJIeHI Ty3eTy aJrOPUTMIH KOJJAaHIbL. [371ey (DYHKIMSICHI OHAll perTesieil YKoHe
MAaKCUMAJIJIbI OHJIEY KAIBIKTHIFBIHBIH, TapaMeTPJIEPIH KOIIANIbI 2KoHE YKAKBIH COMKeCTiKTep 00JI-
MaraH Ke3me OacTankbl TepMHUHIAI Kocanbl. CoHmail ak perucTpJepre Heri3faeareH PEerucTp MeH
aJIBII TACTay Ce3iMTAJIBIFBIH oHIeiai. By nkemmainik anmropurmaepdai kapamaiibim Ul emite Tekce-
py/nepinen 6acTamn TaOUFU T OHIEY/IiH KYp/Iei TalchbipMaapbliHa JIeiiH opTypJi Karaaiiaapia
THIMI aiigaaanyra MyMKIHIIK Oepesi. JIn3aiiHBIHBIH apKACBIHIA 13716y (DYHKIIUSICHI BIKTAMAJT TY-
3eTyJIepl THIMII TYp/le AHBIKTANIbI 2KOHE YCHIHBICTapbl eJeMey MapKepJsepl MeH CO3JIIK CUAKTHI
TEHIIIEJIETIH ONIUSIAPIAbl €CKEPe OTBIPHII, KOHTEKCTKE CoffKecTirin Tekcepemi. Kasipri 3amMaHFb
KO Tiaai Taburn TifAal engey OarmapJaMaaapbiHbIH KON e MOTIH/II OHACY/IiH IpapUKaIbIK,
Ke3eHi FaHa KOJIaHbLIaIbl. EKIHIN XKarblHAH, MOTIH/II CEMaHTHKAJIBIK TAJIIay HEMece TaOUr| Tiji-
JIH MarblHACBHIH TaJJIay »KACAHJIbl WHTE/JIEKT TEH KOMIIBIOTEDJIK JIMHIBUCTUKA TEOPUSICHIHIIAFDI
MAaHBI3IbI Mace e OoIbIN Kaja Gepei. Bipak kel Tl aknapaTThiH IPaMMATHKACH MEH CEMaHTH-
KaCBIH OHJEY VIIIH op TAOUT! TLIIIH aJIbIH-aJ1a XKacaJraH CEMaHTHKAJIBIK YKOHE IPAMMATHKAJIDIK,
KOPITyCTaphbl KazkeT. By Moceseni menry yimin 6ipHere Mocereaep KapacThIPBLILII, erriaa. by
MiH/JIETTEPre MOTIH/IIK aKIIapaTThl OHJEY/Ie KOJIAHbLIATHIH MAITUHAJIBIK, OKBITY 9JIiCTEePi caJlachIH-
JIAFbl 3€PTTEYIEP/Ii TaIIay, Ka3ak TiMiH (popMaIn3aIusiay MeH MO/Ie/IbIey/IiH Ka3ipri Mocesesnepi,
COHJIaii-aK, Ka3ak TiIl MOTIHIAEPIH MOPMOJIOIUSIIBbIK, KOHE CEMaHTUKAJIBIK TaJIay MOJEJIbIEpiH,
9MIicTepl MEH aJITOPUTMIEPIH 93ipJey KoHe iCKe achIpy Kip/i.

Tvyitin cesnep: Kazak Tini, mepexkrep xunarbi, 6ip Tijml gepekrep KuUHAFBI, Jlednmur Kopiry-
CTapBIHBIH KAHAFBI, JIeBEHINTEH apakambIKTBIFGL, symspellpy, kasak Timimgeri ken goMmeni eki
T JepeKTep *KUHAFHL.

I.2K. Mycupammesa, M.A. Bonarbek, 2K. Enrait, K. Azaun6ait*

Kazaxckuii HanuoHa/IbHBIH yHUBEpcuTeT nMenn ajib-Papabu, Anmarsr, Kazaxcran
*e-mail: kuralayazanbay@gmail.com
PaszpaboTka ajropurMa ucopaBJieHUsI OMIMOOK /IJIsI Ka3aXCKOTO sI3bIKa

B manmnoit ctaTthe paccMaTpUBaeTCs METO/I UCIpaBieHns opdorpadraeckux ommubOK B Ka3aXCKOM
SI3BIKE C UCIOJIB30BAHUEM IIPEUMYIIECTB MOPQOJIOTUIECKOT0 aHAJIN3a U MOJEJN, OCHOBAHHON Ha
3alllyMJIEHHBIX KAHAJIaX.

st MOCTUKEeHWsT TTOCTABJIEHHOM TIe T OBLIN MPOaHAJIN3NPOBAHBI COBPEMEHHBIE MPOOJIEMBI aBTO-
MaTHYIeCKOi 06pabOTKN Ka3axCKON TEKCTOBOM MHMOPMAINN, CHCTEMATU3UPOBAHBI CYIIECTBYIOIIE
JIMHIBUCTUYECKUE PECYPCHI U CHCTEMBI 00pabOTKH Ka3aXCKOTO sI3bIKa, OIPE/IeJIEHBI OCHOBHBIE TPe-
GoBaHMs K pa3pabOTKe CHCTEMbl aHAJIM3a KA3aXCKON TeKCTOBOW MHGOPMAIMHE HA OCHOBE MAIIIMH-
HOTO ODYy4eHUsi, a TaKyKe MOJEJN W aJrOPUTMbI M3BjedeHns] (PAKTOB U3 HECTPYKTYPUPOBAHHOIM
nHOpMaIUu. 1 ObLIM Pa3pabOTAHBI IJIOXO CTPYKTYPUPOBAHHBIE TEKCTOBBIE MACCUBHI.

B s7oit pabore ucnonb3oBasiach MYHKIMS TONCKA, YCOBEPIIEHCTBOBAHHBIN AJTOPUTM KOPPEKIIAN
opdorpadun, KOTOPBI MOT HTPEJIOKUTH TOTEHIINAJIBHO MPABUILHOE HAIMCAHWE BXOMHOW (pa-
3bl. JTa (DYHKIUs JIETKO HACTPAMBAETCA W IOJJIEPXKUBAET HACTPOMKHA MAKCHMAJHHOI'O PACCTOs-
HUsI PeJaKTHUPOBaHUSI, BKJIIOUEHHS MCXOIHOTO TEPMUHA IIPU OTCYTCTBUU OJIU3KUX COBIAJIEHUN U
00pabOTKN YyBCTBUTEJILHOCTH K PETrUCTPY U UCK/IFOYEHWIO Ha OCHOBE PEryJIsiDHBIX BbIPAYKEHU.
Takast THOKOCTD TO3BOJIIET AJrOpPUTMaM 3(P@MEKTUBHO UCIOJb30BATHCS B PA3IUIHBIX CHTYAIIM-
fX, OT IPOCTBIX TPOBEPOK opdorpadun MOJb30BATEILCKOr0 HHTEPMdEca 0 CIOXKHBIX 337349 00-
pabOTKU eCTECTBEHHOIrO sI3bIKa. Bjiarojapsi cBoei KOHCTPYKINK (DYHKINA MOUCKa 3PHEKTUBHO
BBIABJIAET IMOTEHIUAJIbHBIE NCIIPABJACHUA U IIPOBEPAET NIPEIJIOKEHNA Ha COOTBETCTBHUE KOHTEKCTY,
YUYUTBIBasI [T0JIb30BATE/ICKIE ITapaMeTPhl, TAKMe KAK MapKephl H'THOPUPOBAHUsI U MHOTrOC0BHE. B
BOJIBIIMHCTBE COBPEMEHHBIX MHOTOSI3BITHBIX ITPOrPAMM 00PabOTKN €CTECTBEHHOI'O SI3bIKA HUCITOJIh-
3yeTcsi TOJIBKO rpadudecknii atamn 06padorku tekcra. C Apyroil CTOPOHDBI, CEMAHTUIECKIIT aHATII3
TEKCTa UJIM aHAJU3 CMBIC/Ia €CTECTBEHHOIO sI3bIKA MO-TIPEKHEMY sIBJISIETCsT BaXKHOM 1mpobsieMoil B
TEOPHUH MCKYCCTBEHHOI'O MHTEJJIEKTA U KOMIIBIOTEPHO JUHTBHCTHKA. Ho miist 06paboTKu rpaMMa-
TUKU U CEMaHTUKU MHOTIOSI3BIYHON MH(MOPMAaIuu HeoOXOIUMBI 3apaHee CO3/IaHHbIE CEMaHTUIECKUE
¥ rPaMMATHYIECKIE KOPILYCa KAaXKI0r0 eCTECTBEHHOIO f3bIKa. UTOOBI PEIUTD 3Ty MpobsieMy, ObLITI
PacCMOTPEHBI U PENIeHbl HECKOJIbKO 3a/ad. IJTH 33Jad9d BKJOUYAJIN aHAJIN3 HUCCJIEIOBAHUI B
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00J1aCTH METOJIOB MAaIlTMHHOIO 00YyYeHUsl, UCIOJIb3yeMbIX TpU 00pabOTKe TEKCTOBOM MH(MOPMAIINH,
CyIIeCTBYIOMue Mpo0IeMbl (DOPMAJIU3ANNNA U MOJEJUPOBAHUS KA3aXCKOI'O S3bIKA, & TaKXKe pa3-
paboTKy U peasn3alinuio MOJeJel, METOIOB U AJTOPUTMOB MOPMOJIOITIECKOr0 U CEMAHTUIECKOTO
aHaJn3a TEKCTOB Ka3axckoro sa3bika. KirroueBbie cioBa: Kazaxckuil a3bIK, HAOOD JTAHHBIX, OJIHO-
sA3bIYHbIE HAOOPBI JAHHBIX, KOJIJIEKINs KOPIycoB leipzig, paccrosinusa Jlepenrmireitna, symspellpy,
MHOT'OJ[IOMEHHBII JIBYS3bIYHBIN HAOOD MaHHBIX HA KA3AXCKOM sI3bIKE.

1 Introduction

More than 12 million people speak Kazakh, which is the official language of the Republic
of Kazakhstan. The Kazakh language is an interesting subject of research from the point of
view of artificial intelligence, since it is an agglutinative language with complex morphology
and relatively free word order [1].

Most of the existing multilingual natural language processing programs are limited to the
grammatical stage of text processing. On the other hand, semantic text analysis or analysis
of the meaning of natural language is still an important problem in the theory of artificial
intelligence and computational linguistics.

Machine learning methods are becoming increasingly popular due to the fact that
computer processors are becoming more powerful and rule-based methods require high
intelligence costs.

But in order to process the grammar and semantics of multilingual information, pre-
created semantic and grammatical corpora of each natural language are necessary.

The main purpose of the work is to improve the quality of automatic text processing
systems in the Kazakh language using machine learning methods and intelligent analysis
models, as well as the development of models, methods and algorithms for analyzing the
Kazakh text in order to determine the main characteristics of the text to create machine
learning models.

For an input word with a typo (which may not be in the dictionary), find the nearest
words from the dictionary based on a predefined metric. These found words are the correction
options for the input word.

2 Literature review

Currently, various intelligent and mobile systems related to natural language processing are
being actively created. Unfortunately, the issues of text processing of the Kazakh language are
poorly developed, which hinders the development of information technology, and is associated
with:

1) with the specifics of the Kazakh language as a language with a complex morphology:;

2) with the lack of electronic resources for learning the Kazakh language in this area.

Nevertheless, the issues of text processing in Kazakh are very relevant in practice. An
important problem is the problem of quickly finding specific words in documents. One of
the ways to quickly search for words is to find the base of a word among the keywords of
documents, allowing you to select the appropriate document as desired. One of the important
processes in applied natural language processing systems, such as information retrieval,
machine translation, etc., is normalization (lemmatization), i.e. bringing a word to its original
basis|20].
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Various scientists and scientific groups have carried out an analysis, and different
approaches to the normalization of the Kazakh language have been considered. In the
direction of segmentation of affixes of the Kazakh language, we can consider the work [20],
where the morphemic structure in the corpus of the Kazakh language is analyzed, and the
extraction of the basics and segmentation of the affix is studied. First, the finite-state machine
(FSM) of inflectional affixes is installed, and then the segmentation of inflectional affixes is
performed [20].

Our dataset was sourced from four domains: (1) digital mapping and navigation services
(henceforth referred to as Mapping); (2) online marketplaces (henceforth referred to as
Market); (3) an online library providing access to books and audiobooks in Kazakh
(henceforth referred to as Bookstore); and (4) an online store offering a wide variety of
applications for Android devices (hereafter Appstore). The dataset was gathered between
September 2022 and September 2023, a duration of one year. Manual methods were used to
gather reviews from Mapping and Market, while a BeautifulSoup script was used to gather
feedback from Bookstore. The process of gathering Appstore evaluations was made easier by
the utilization of the Python program google-play-scraper5.

A team of native Kazakh speakers manually reviewed each review. It was discovered that
reviews frequently contained inappropriate content during the review process. However, no
changes or deletions were made to this text in order to maintain the legitimacy and integrity
of the reviews.

Consequently, Mapping provided 8,897 reviews that encompassed 407 institutions. Market
contributed a significant amount of 30,289 reviews, covering 8,418 distinct products.
Bookstore contributed 5,805 reviews, of which 3,792 were for audiobooks and 2,013 were
for books. This means that there were 1,026 distinct audiobooks and books overall. Lastly,
135,073 distinct reviews of 1,759 Android games and apps were offered by Appstore. Of the
users that contributed to these reviews, 31,490 users remained anonymous and 47,887 users
had unique usernames.

Every review had a number score between 1 and 5, which allowed for a quantifiable
depiction of people’s opinions. As a result, in order to better represent its goal and substance,
we titled the dataset KazSAnDRA /ka textprimstresssaendra/, an abbreviation for the
Kazakh Sentiment Analysis Dataset of Reviews and Attitudes. A total of 180,064 reviews
were gathered. The distribution of reviews across various scores and domains is shown in
Table 1 [21].

Table 1. Domain and score statistics

Domain Score Total

1 2 3 4 5
Appstore 22,547 4,202 5,758 7,949 94,617 135,073
Bookstore 686 107 222 368 4,422 5,805
Mapping 959 270 369 525 6,774 8,897
Market 1,043 350 913 2,775 25,208 30,289
Total 25,235 4,929 7,262 11,617 131,021 | 180,064

There has been evidence of code-switching between Kazakh and Russian in Kazakhstan
(Pavlenko, 2008), as well as a continuous transition from Cyrillic to Latin script. Thus,
reviews that are considered to be in Kazakh may take various forms: among the possible
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variations are: (a) only Kazakh words written in the Cyrillic script of Kazakhstan; (b) only
Kazakh words written in Latin script; (c) a combination of Latin and Cyrillic characters;
(d) a mixture of Russian and Kazakh words; or (e) a text written entirely in the Cyrillic
script with Russian characters substituting Kazakh characters. Table 2 offers real reviews
with examples of how they should be represented according to Kazakh spelling regulations
and how to utilize the Cyrillic character for Kazakh words along with their English equivalent
[21].

Table 2. Kazakh review variations

Actual review Correct form (Kazakh) Correct form (English)

a Kepemem Kiman KEPEMEM, Kiman a wonderful book

b keremet Kepemem, wonderful

c jok wiman KIMAN AHCOK no books

d Ocvt  npunaoorcerueze  xkon | Ocwor Kondanbaza wen pax- | Many thanks to this app!
paxmem! mem!

We used the dataset for two tasks to assess KazSAnDRA’s efficacy: (a) polarity
classification (PC), which entails determining whether a review is positive or negative, and
(b) score classification (SC), which entails determining a review’s score on a scale of 1 to 5.
Reviews that began with a score of 1 or 2 in the PC task alone were flagged as unfavorable
and given a new score of 0. Reviews that had previously received a score of 4 or 5 were,
however, categorized as positive and given a new score of 1. Reviews that began with a score
of three were deemed impartial and disqualified from the challenge. Regardless of the intended
use of the information, the data pre-processing phase comprised multiple crucial procedures
designed to maintain the consistency and integrity of the dataset. To start, every emoji was
methodically taken out of the text in order to reduce any possible noise. All reviews were
then lowercased for consistency and convenience of analysis. Punctuation was removed to
make the text easier to read and absorb. To prevent interfering with later calculations, the
characters for line breaks (\n), tabs (\t), and carriage returns (\r) were also eliminated. A
single space was consistently used in place of numerous spaces to improve readability and
reduce needless mismatches [21].

3 Overview of existing data analysis methods

3.1 A set of text data

The Kazakh Language Corpus (KLC) [6] was assembled to help linguistics, computational
linguistics and NLP research of the Kazakh language. It contains more than 135 million words
in more than 400 thousand documents, classified by genre into the following five sections:

1) literary;

2) official;

3) scientific;

4) journalistic;

5) unofficial language.

KLC also has a piece of data with syntax and morphology annotations. It should be noted
that initially the syntactic set of tags was a compact set of syntactic categories, which were
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later improved during the development of the Dependency Tree of the Kazakh language 13,
described below.

3.2 CC-100: Web scan data transformed into monolingual datasets

An attempt has been made to replicate the dataset used for XLR training with this corpus|7].
This corpus contains data for Romanized languages as well as monolingual data for over 100
languages. It was developed by processing Commoncrawl snapshots and utilizing URLs and
paragraph indexes that were made available via the CC-Net repository [7]. Documents within
documents are divided by double newline characters, while paragraphs within documents are
separated by newlines. Each file contains these elements. The open source repository CC-Net
is used to generate the data. Regarding the labor done in preparing the corpus, there are no
rights to intellectual property.

1e6 Text Length Distribution
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Figure 1: Distribution of the dataset

This effort aims at improving the interlanguage understanding of speech (XLU) through
a detailed investigation of the consequences of large-scale acquisition of uncontrolled
interlanguage representations. We introduce XLM-R [7], a multilingual masked language
model built on a transformer that has been pre-trained on text in 100 different languages. It
is equipped with the most advanced interlanguage categorization, sequencing, and question-
answering capabilities available today [7].

Modern challenges of interlanguage understanding have been advanced by multilingual
masked language models (MLM) like mBERT (Devlin et al., 2018) and XLM (Lample and
Conneau, 2019) with joint pre-training of significant modifications of transformers (Vaswani
et al., 2017) [8] in many languages.

As demonstrated by several benchmarks, such as interlanguage inferences in natural
language (Bowman et al., 2015; Williams et al., 2017; Conn eau et al., 2018), question
responses (Rajpurkar et al., 2016; Lewis et al., 2019), and named recognition (Pires et
al., 2019; Wu and Dredze, 2019), these models effectively transmit across languages. All
of these research, nevertheless, are carried out on Wikipedia, which has a very narrow scope,
particularly for languages with fewer resources [§].
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3.3 Leipzig Corpora Collection download page

You can download a variety of copyrighted tools and data from the Leipzig Corpora collection.
The Leipzig Corpora collection uses comparable sources and the same style to deliver corpora
in several languages. All information is supplied as text files, which may be used with the
included import script to import the data into a MySQL database. They are meant to be
used for applications like knowledge extraction systems as well as for scientific use by corpus
linguists [9].

The cases are comparable in size, content, and presentation. They range in size from 10,000
to 1 million sentences and contain randomly picked sentences from the corpus language. Texts
from newspapers or texts gathered at random from the internet serve as the sources. Sentences
are used to separate the texts. Foreign-language offers and content have been removed.
Additionally, word match information is pre-calculated and given because it is helpful for
numerous applications. The most important words for each word are listed, whether they
occur anywhere in the same phrase or as its immediate left or right neighbors.

Text Length Distribution
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Figure 2: Text length distribution

The corpus is automatically assembled from carefully selected publicly available sources
without detailed consideration of the content of the text contained. In particular, the views
and opinions expressed in certain parts of the data remain solely with the authors [9].

4 Methods of using the dataset

The "Tree of Kazakh Dependence" is another significant linguistic resource that serves as
the foundation for this work [13, 14]. A portion of the KLC was renamed using lexical,
morphological, and syntactic annotations that computer scientists working on language
processing issues can use, in accordance with guidelines [15] on universal Dependencies (UD)
23 for consistent grammar annotation. The same holds true for linguists. Approximately 61
thousand offers and 934.7 thousand tokens, of which 772.8 thousand are alphanumeric, are
kept in the tree bank using the original UD CoNLL-U format. Additionally, labels including
the individual’s name, place, organization, and others were appended to each of the corps’
proper names.
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OSCAR 23.01

The January 2023 edition of OSCAR Corpus, known as OSCAR 23.01 [10], is based on
the Common Crawl dump from November/December 2022. While it bears a lot of similarities
to OSCAR 22.01, it comes with a few additional features: block list-based categories,
precomputed locally sensitive hashes for near-deduplication, and adult content identification
based on KenLLM. Additionally, OSCAR 23.01 changed its compression method from gzip to
standard [10].

Text Length Distribution
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Figure 3: Using TLS to calculate the hash for each document

A hashing technique called location-based hashing generates comparable hashes for
documents with similar contents. Both exact and nearly exact deduplication can be carried
out with this. The hashes are the same for the same documents. As a result, all that is
required to confirm identification is for papers that have the same hashes. A distance metric
can be obtained by comparing TLS hashes. A threshold value of less than 40 yields a false
positive level of 0.07% and a detection level of 49.6%, whereas a threshold value of less than
100 yields an FP level of 6.43% and a detection level of 94.5%, as stated in the original article
[10].

Comparative analysis of the Levenshtein and Damerau-Levenshtein editorial
distance algorithms

A popular variation of the Levenshtein distance that does not include the step of
reordering adjacent letters is called the Damerau-Levenshtein distance. In other words, a
weight of 1 is allocated rather than doing two delete and insert actions with a combined
weight of 2. The Wagner-Fischer algorithm can be used to find the Levenshtein distance that
is the shortest. The N-gram editorial distance simply employs the concept of Levenshtein
distance as a symbol.

To find several copies of the text that is being considered in the document, the shingle
method was developed. A single is a text segment made up of multiple words that have
been processed for analysis. The shingle algorithm, often referred to as w-shingling, processes
input data by employing a collection of shingles made up of N-grams, which are consecutive
sequences of tokens in strings. The implementation consists of splitting strings into shingles,
normalizing strings, checking for checksums, and looking for sequence matches.
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1e6 Text Length Distribution by Dataset
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Figure 4: Comparative analysis of data set usage methods

When looking up search queries, typos-which happen when someone misses a key or inputs
a query incorrectly-and spelling errors are the two most frequent kinds of mistakes. The most
frequent user errors are displayed in Table 3.

Table 3. The most common mistakes

1 Replacement "u" — "e" 27
2 Replacement "a" — "o" 25
3 Extra space, the word must be written together 9.1
4 The absence of a space, instead of one word, two 8.5
5 Loss of one of the doubled letters 6.6
6 Replacing a deaf letter with a ringing letter and vice versa 3.6
7 Vowels after 11 2.7
8 Doubling a single letter 2.6
9 Loss "p" 1.3
10 | Excess "p" 0.6
11 | Replacement "g" — "e" 0.1

Because automatic correction tools do not rely on sentence context, they can correct
around 74% of typos. As a result, the accuracy of the chosen string comparison methods can
be improved due to the prevalence of certain error types.

To determine how similar two strings that have been retrieved for comparison are, the
shingle method is employed. The procedure is stopped if there are no differences; if not, the
editorial distance is calculated and the next stage is initiated.

The fuzzy comparison of the received data gives rise to the fuzzy comparison of several
rows problem. For fuzzy string comparison, a method based on figuring out the Damerau-
Levenshtein distance values is applied. The Wagner-Fischer algorithm is used to calculate
the separation between Levenstein and Damerau.

You can begin checking in accordance with the guidelines in table 1.1 if the editorial
distance between two lines is one or less. Then, you can compare the outcomes with the
information from the TAWT framework’s morphological library [17|. In every other case,
there’s a good chance the strings will differ. The created algorithm’s flowchart is displayed
in Figure 5.
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Figure 5: Block diagram of the typo search algorithm

Description of the symspellpy project

A Python port of SymSpell v6.7.1, known as Symspellpy, offers significantly faster
performance and less memory usage. Port accuracy is ensured by implementing unit tests
from the source project [12].

The Symmetric Delete spelling correction algorithm has made fuzzy search and spelling
correction one million times faster.

For a particular Damerau-Levenshtein distance, the Symmetric Delete spelling correction
algorithm simplifies the process of producing candidates for editing and dictionary search.
This is six times faster than that [11].

In contrast to previous algorithms, just deletions-not transpositions, substitutions, or
insertions-are needed. Dictionary term deletions result from transpositions, substitutions,
and insertions of an input term. Language-specific substitutions and insertions are costly;
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Chinese, for instance, has 70,000 Unicode Han characters!

The speed is attained by using low-cost functions to generate editing candidates that
just require pre-calculation and deletion. With a maximum editing distance of three letters
and an average of around 3 million spelling errors per five-letter word, SymSpell only
needs to produce 25 deletions to cover every potential spelling error during both the initial
computation and the search.

5 Results. The probability of words appearing

The Kazakh language dataset known as the multi-domain bilingual Kazakh dataset|[18]| has
slightly more than 24,883,808 distinct texts across many domains. There are five divisions
in total: kazakhBooks, leipzig, Oscar, cc100-monolingual-Crawled-data, and kazakhNews
(Table 4). The dataset’s statistics are displayed below:

Table 4. A multi-domain bilingual Kazakh dataset

Splitting Domain The number of | Number of | The number of | The average

the dataset texts in Split tokens in Split | unique tokens | number of

(Dataset Split) in Split tokens in the
text

cc100- Wikipedia 19 635 580 441 623 321 6 217 337 12

monolingual- articles

crawled-data

kazakhBooks Books 8 423 351 433 586 7 245 720 40 264

leipzig Articles/News | 1 706 485 26 494 864 1109 113 14

oscar CommonCrawl | 269 047 230 314 378 3 863 498 431

kazakhNews News 3264 273 1041 698 037 | 5 820 543 209

In short, the idea is based on: words whose contexts are similar are most likely to have
similar meanings. This implies how the typos in the first example are corrected. That is, we
have two sentences: "agamubiy, TumHIe aiTy" and "amamubig Timinge aiity", the contexts
are similar, therefore, the words "tumunme"and "rixinge"are similar in meaning (this is a
rough approximation, but the meaning is the same).

In addition to the obvious advantages, this approach to correcting typos has one important
drawback — all the error variants that we can correct must be in the text we are learning
from. That is, we can’t get a vector for a word that we haven’t seen before.

For example, the word "6inim"(with the added characters of the beginning and end of
the word, like <6inim>") is converted into the following list: <6GbLabiM, GumrMm, Gtim, GlIM>.
Then the resulting vector of the word is equal to the sum of the vectors of its n-grams:

V:Zzg,

geG

where,

G — the set of all n-grams of a word,

24 — the vector of the corresponding n-gram,
V' — the vector of the word.
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It all helped to work in languages with rich morphology (such as Kazakh). Indeed,
morphological changes now have less effect on the distance between words.

In the system of endings of the Kazakh language, all endings are divided into classes
according to the length of characters. In a word, the ending of the maximum length for a
given word is first searched for: it will be two characters shorter than the length of the word
(it is assumed that the base cannot be less than length — 2). The expected end of length L is
searched for in the corresponding class. If the ending is not in this class, then the length of
the intended ending is reduced by one and searched in the corresponding ending class, etc.,
until an ending is found or the word is without an ending.

The Python code provided below defines the ‘edit 1(word)‘ function, which generates all
possible corrections that are one correction away from the input word. Corrections include
deletions, transpositions, substitutions, and insertions of characters.

This line combines all the fixes into a set to remove duplicates, and then returns this set
of fixes.

def editsl (word):
"All edits that are one edit away from ‘word ."
letters = 'abcdefghijklmnopgrstuvwzyz'
splits = [(word[:i], word[i:]) for i in range (lgn(word) + 1)]
deletes = [L + R[1:] for L, R in splits if R]
transposes = [L + R[1] + R[0] + R[2:] for L, R in splits if len(R)>1]
replaces = [L + c + R[1:] for L, R in splits if R for c in
letters])
inserts = [L+c+R for L, R in splits for c in
letters])
return set(deletes + transposes + replaces + inserts)

As a result, the edit1l function uses the operations of deletion, transposition, replacement,
and insertion to produce a set of words that are one correction apart from the input word.
Lastly:

— Edits called deletions involve taking out a single character from a word.

— A transposition is an edit that involves swapping out two nearby characters.

— Substitutions involve editing a character by swapping it out for any letter in the
alphabet.

— Inserts include moving a letter into any available space within a word.

Then, to guarantee uniqueness, the method returns a set that includes each of these
modifications. Use this code to produce potential corrections for a given misspelled word in
applications like spell checking or correction.

Table 5 provides a collection of sentences with misspelled words together with the
corrected spellings of those terms.

Table 5. A selection of sentences with spelling errors

pbica bl Ou3ie GupeymeH 60Jica XKAMOHIBIKTAD
03JIePUMEH Ka3up COJI &JIUCTU KOJJIAHAMBIH 3a-
TO EMKUM/JIE TTapyaH >KOK,

Ne Original sentence Spelling correction

1 apad TWJIMH yHpEHEeM arbLIMIBIHIALL yipeHeM | apabd TiaiH yiipeHeMiH arbLIIIbIHILI YHPpEHEeMiH
JiereHuMe LT OOJIIbI HErM3u OUp €K’ KbLI- | JereHrMe YKbIJT OOJIIbI Heri3l Oup eKi XKbLIIBIH
JIBIH KOJIEMU TOMA, KOJIeMi FOI

2 MEH JKYMbBIC HCTETeHJle OJIap O3J/IEPUMEH Ka- | MEH YKYMBbIC iCTereHjie oJiap ©3JepPiMeH Kapa-

caJibl 613116 HGipeyMeH 60JICa YKAIOHIBIKTAD ©3-
JepiMeH Kasip CoJl XaJucTe KOJIJIAHAMBIH 3aT
eIKiMTe Mapya »KOK
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OMp KbITall KeJWI aHa [PaKypPOPIbIH OeTwHe
TYKUPCE YPBIN KUOEpce OraH COT YKOK aJT Om3-
JIMH aJITBIH KUTHTTEpre Gaphl J1ay,

Oup KbITall KeJIin aHa IPOKYPOP/IbIH OeTiHe Ty-
KHpCe YPBII 2Kibepce OFaH COT KOK aJjl 0i3miH
aJITBIH KiriTTepre 06opi xKay

GeTTep Kymaiigan beprese ol KyIaiibH 2Kap-
TBICHIHA, IMAPACHIH 3aHABI OYy3IBI OEI Typ Je-
peKTep

MEHTTEep KyuaiigaH Oe3reHiep roil KyJailIblH
KaprbIChIHA YIMTBIPACHIH 3aHIbI Oy3IbI ACI TYP
elreKTep,

HE Kapall TYPFBIHJIAD KAFbIH ailbIpCaH apII

He Kapall TyPChIHJAD YKarblH ailbIpCaH/IapIIl,

MIipireH aJMaiThIH UTTEP KPEJTUT KEPyeH KeTe-
i

IIAPUTeH KaJIMaKTbIH UTTEPU yPeIu KepyeH Ke-
Te U

The following steps are used to correct the word "tumun". The correction call(s) tries
to select the most likely spelling correction for and. The need to find the appropriate letter
(for example, correct "u" to "rimin", or "ramei" | or "TeuteiH"), Which involves the use of
probabilities. In this paper, find an amendment among all possible corrections — "Timin",
which maximizes the probability that i is the intended correction, given the original word
and:

argmaxc € timin P(uli)

According to Bayes’ theorem, this is equivalent to:

argmaxc € tinin P(i) P(uli) / P(n)

Since P(n) is the same for every possible tilin and, we can take this into account by giving:

argmaxc € tuun P(i) P(uli)

The four parts of this expression:

1. Selection mechanism: argmax

We choose "Tinin" with the highest cumulative probability.

2. The "rimin, model: i € "1imin" .

This tells us which possible ¢ fixes to consider.

3. Language model: P(i)

The probability that ¢ will appear as a word in the Kazakh text. For example, the
appearance of "bir"is about 24% of the Kazakh text, so we should have P(6ip) = 0.24 (Fig.)6).

4. Error model: P(uli)

The probability that and will be printed in the text when the author meant i. For example,
P (tnmmu|tinin) is relatively high, but P(ramsmm|rinin) will be very low.

The Kazakh language is known as a multi-domain bilingual dataset, and contains more
than 24,883,808 unique texts in many domains. The most common words in the data set in
the Kazakh language are shown in Figure 6.

The search function is an advanced spelling correction algorithm designed specifically
to suggest the potentially correct spelling of a given input phrase. This feature is easily
configurable and supports setting the maximum editing distance, including the original term
in the absence of close matches, as well as case sensitivity and exception handling based on
regular expressions. This flexibility allows the algorithm to be effectively applied in a wide
range of scenarios, from basic user interface spell checking to more complex natural language
processing tasks.

In the operating mode, the function is started by matching the set maximum editing
distance with the set limit, if exceeded, an error message is displayed. Depending on whether
case transfer is enabled, it processes either the original or lowercase version of the input
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Figure 6: The probability of words occurring frequently in the dataset

data. The core of the algorithm includes an early exit strategy for rapid response in specific
conditions and a careful search for exact matches in a predefined dictionary. If an exact match
is not found, the algorithm generates possible corrections by a series of deletions, comparing
each of them with the input phrase by calculating the Damerau-Levenshtein distance.
This calculation takes into account insertions, deletions, substitutions, and transpositions
to determine proximity to the original phrase.

The search function not only effectively identifies possible corrections, but also ensures
that the sentences match the context, taking into account user-defined parameters such as
verbosity and ignore markers. The received sentences are then sorted by editing distance and,
if necessary, adjusted depending on the corpus, which makes this algorithm a reliable tool
for improving the accuracy of text and user interaction in digital applications.

6 Conclusion

This article proposes a statistical and machine learning model of the Kazakh language.
Experiments have demonstrated the model’s effectiveness, yet it has the ability to move
in different ways. This work will be enhanced in the future by investigating novel factors
that influence object recognition. The dataset has been updated with new recommendations.
Because our model works with a vast corpus, neural networks are incredibly effective at
discovering named items in the data to create an outstanding model.

While using contemporary methods, such OSCAR 23.01, which combines CC-100 with
neural networks, is straightforward and frequently yields positive outcomes, there are certain
possible disadvantages. Words that were missed in the computation must be encoded as
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Figure 7: Spelling correction algorithm specially designed to suggest the possible correct spelling of a word

unknown and their meaning inferred from the words that surround them.

Fuzzy Search and Spelling Correction: The Symmetric Delete spelling correction method
operates a million times more quickly. For a given Damerau-Levenshtein distance, the
Symmetric Delete technique for spelling correction makes it easier to generate candidates
for editing and dictionary searches.

The intricacies and contemporary issues with formalization in Kazakh semantics and
grammar are examined. The features of Kazakh’s automatic language processing in relation to
its agglutinative language group membership are displayed. The language system’s formalisms
are taken into consideration, which need to be differentiated in order to develop a model for
removing knowledge from its text and presenting it as a triplet of facts.

A semantic markup algorithm for Kazakh texts has been created. The fact triplets <Sub>,
<Obj>, <Prec>, and the corpus’s <POS type = "crime" tags define the semantic value
of the token. The syntactic unit of a sentence or the grammatical information of a part of
speech is determined by the value of the POS tags, and the criminal component of the token’s
semantic meaning is determined by the value of the type = "crime" attribute. The training
dataset for the Kazakh language is just a collection of suffixes and linguistic norms in simple
markup.
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