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THE ARCHITECTURE OF EDUCATIONAL PLATFORM BASED ON
MACHINE LEARNING

The paper discusses the architecture of an educational platform based on machine learning (ML)
algorithms. Recently, ML algorithms which is subpart of artificial intelligence (AI) have started
using in online educational platform. This paper illustrates the architecture of education platform
based on ML algorithms. ML algorithms use to identify students’ psychological state, to determine
the level of knowledge in subjects, to give educational materials suitable for the level of knowledge of
the student, and to classify the exam result of a student into classes. The architecture in the paper is
designed for the school, however, it is flexible. The architecture is able to apply for the other degrees
of education. Thus, the platform based on ML is able to improve students autonomous learning
and each subject abilities. In 2024, 280 students from 6th to 11th grades were taught at private
school in Tashkent City by the educational platform based on the architecture. Determining the
students psychological condition, determining the students knowledge level, assessing the student’s
knowledge from each subject, moving the student to the next level was performed with the help of
SVM, ANN, Naive Bayes, and Decision tree machine learning techniques. The findings illustrate
that ML algorithms are highly effective in teaching students.

Key words: artificial neural network, educational platform, machine learning, data mining,
educational data mining.

9. CamaHmapos
TUAIIIMUU ¥ nTThIK 3epTTEY YHUBEPCUTETI KaHbIHAAFBl Herisri xxoHe KoJ1an0aIb!
3epTTeyJaep MHCTUTYTHI, TalKkeHT K., ©30ekcTan
e-mail: samandaroverka09@gmail.com
MarmmuHaJbIK OKBITYyFa HerizjesireH 6ijiMm 6epy miaaTrdopMachbIHbIH ApXUTEKTYPAaChI

Makanaza mammsaiablk oksiry (MO) anropurmuepine nerizmenren 6imiM 6epy mardopMmachl-
HBIH apXUTEKTyPachl TajkbuiaHaasl. ZKakpiaga »xacanapl uaTeswtekTiH (2KIU) Gesiri Gosrbim
tabpuiaTei MO asropurmziepi onsaiin 6u1iM 6epy mIaTgOpMACBIHIA KOJJIAHBLIA OacTaIbl.
Bysn kyxkar MammHAJIBIK, OKBITY ajropuTMIepiHe HerizgesreH OiriM 6epy miarTdOpMachIHBIH,
apxuTeKTypachii Kopceremi. MO amropuTMaepi OKYIIBIHBIH ICUXOJOTHSIIBIK, XKarIaiblH, TOHIEP
OoitpraIa OiTiM JEeHrelliH aHBIKTay, OKYIILIHBIH OiTiM JeHreifine coifkec OKy MaTepHUasIapbIiH
YCBIHY KOHE OKYIIIBIHBIH €MTUXAH HOTUXKEJEPIH CBhIHBIT OONBIHINA KIKTEy VIIH KOJIAHBLIAIbI.
MakaJsiajia KeaTipiiren Oirim 6epy miaaTdopMachl apXUTEKTYPachl MEKTEINKe apHaJFaH, Oipax,
o1 mkeMji. ApxurekTypa Oacka OuriM meHreisiepine KoagaHbuIybl MyMKiH. Ocburaitima, MO
HeriziHzeri mwardopMa OKYIIBLIAD/IBIH AepOec OKYBIH YKOHE 9P IOHre KaOLIeTTLIIrH KakcapTyFa
komekTecemi. 2024 Kolabl 6-mam 11-1mi corabimKa geitinri 280 okybl TalrkeHT KaJachbIHIArbl XKeKe
MEKTeIITe apXUTEKTypara HerizaesreH oiaimM 6epy miardopMachl apKbLibl OKbIABL. OKYIIbLIAPIbIH,
MICUXOJIOTUSIJIBIK, YKAFAMBIH aHBIKTAY, OKYIIBLIAPLIH OlTiM JIEHMeiliH aHBIKTAY, 9P IIOH OOHbIHIIA
OKYIIBLIAP/BIH OlniMiH Oarajay, OKyMIbLIApAbl Kejeci meHreiire aybictbipy SVM, ANN, Naive
Bayes :xone Decision tree MaImmmHaJIBIK, OKBITY 9JIiCTEPl apKBLIbI Ky3ere achIpblIabl. HoTmkenep
MO anropurmepi OKyIIbLIAPIbl OKBITYIA 6Te THIMJIl €KEeHIH KOpCeTe/ .

Tyiiin ces3sep: kacaHabl HEHPOHIBIK KeJTi, 6i1iM 6epy mmardopMachl, MAITUHAJBIK, OKBITY, -
pekTep/ii eHjiey, OiniM Oepy JlepeKkTepiH eHipy.

© 2024 Al-Farabi Kazakh National University
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9. CamaH1apoB
N®IIN npu HamumonaspHOro uccienosarenbekoro yuusepcurera TUUNMCX, r. TamkenT, Y30ekucran
e-mail: samandaroverka09@gmail.com
ApxureKkTypa obpa3oBaTeiibHOI miaaTdopMbl HA OCHOBE MAaIIMHHOTO O0yYeHUs

B crarbu paccmarpuBaeTcs apxXuTEKTypa 0Opa30BaTeIbHON IIaT(OPMBbI, OCHOBAHHOW Ha aJ-
ropurmax mammuauoro obydenust (MO). HemaBHO ajropuTMbl MAIIMHHOTO O0YYeHUs, KOTOpPbIE
SIBJIAIOTCS 9ACThI0 UCKyccTBeHHoro unresuiekra (M), nauaiu ucrnoab3oBaTh B 00pa3oBaTe/IbHOM
oHaftH-TI7IaTdOpMe. DTa CTaThsd WLIIOCTPUPYET APXUTEKTYPY OOPa30BATEIHHON IIAT(OPMBI,
OCHOBAHHOI HA AJTOPUTMAX MAIUHHOIO 00ydeHus. AJITOPUTMBI MAITUHHOTO O0YY€HUST UCTIOIB3Y-
IOTCsl JIJIsT OIIPEJIEJIEHUS] [ICUXOJIOTNYIECKOIO COCTOSIHUS YUAIErocs, OIPe/IeJIEHNs] YPOBHS 3HAHUIMA
110 IIpeJIMeTaM, [IPEIOCTABJIEHNs] YIeOHBIX MATEPUAJIOB, IOIXOIAIIUX YPOBHIO 3HAHUIT yUAIIerocs,
a TaKxKe KIacCU(PUKAIMKA Pe3yJIbTaTa IK3aMEHa YUaIlerocst Mo KjaaccaM. APXUTEKTypa B CTaThe
peHa3HaYeHa, JJIsl TKOJIbI, OJIHAKO OHA SIBJISIETCs THOKOM. APXUTEKTYpa MOXKET ObIThH IIPUMEHEHA,
U K JIPyruM crenersM obpasoBanus. Takum obpazom, miardopma, ocaoBanHas va MO, crocobua
VIIY4IINTh aBTOHOMHOE ODyYeHUe yUallnXcs U CIIOCOOHOCTH KakIoro npeamvera. B 2024 roxy 280
y4ueHukoB ¢ 6-ro mo 11-if kjaccel 00yd4asnuch B YaCTHOIl IIKoJie B ropoje TalllkeHTe ¢ IIOMOIIBIO
obpazoBaTesIbHON 1I1aT(OpPMBI, OCHOBaHHOH Ha apxuTekType. OIlpejiesieHne ICUXOIOIHIECKOTO
COCTOSTHUSI YIEHUKOB, OIIPEJIe/IEHNe YPOBHsI 3HAHUN YUYEHWKOB, OIEHKA 3HAHUN yYEHUKOB IIO
KaXKJIOMy MPEIMETY, MEePEBOJ YIEHUKOB Ha CJIEAYIONNNl YPOBEHb OCYIIECTBJISINCH C MTOMOIIBIO
meroioB MamuaHoro obydenusst SVM, ANN, Naive Bayes u Decision tree. Ilosyuenubie pe3yibra-
ThI MTOKA3BIBAIOT, 4TO aJropuTMbl MO odeHb 3(pdeKTUBHBI IpU 00y YEHUH yIEHUKOB.

KurrouyeBbie cjioBa: UCKyCCTBeHHasi HEPOHHAsI CeTh, OOpa3oBaTe/ibHasl IJIAT(GOPMa, MAIIUHHOE
oOydJeHme, WHTEJJIEKTYabHBI aHaIU3 [IAHHBIX, WHTEJJIEKTYAJbHBIA aHAJN3 00pPa30BATEIHbHBIX
JAHHBIX.

1 Introduction

According to the history, we can observe that three factors played main role in the
development of society, namely science, art and sport. Education combines these three factors.
If we overview the developed countries, we can observe that the mentioned above three aspects
had developed well. The main reason of the development is the perfection of education systems
in the educational sphere of the developed countries [1]. It is optimal that the development
of science, art and sports began with primary education [2|. Therefore, effective methods
created for each degree of education.

It is known that Uzbekistan is a multinational country. Therefore, the schools in
Uzbekistan teach the students in several languages, such as Uzbek language, Russian
language, Karakalpak language, Kazakh language, Turkmen language, and Kyrgyz language.
Furthermore, there are the schools which teach the subjects in English. A large percentage
of schools are located in villages, because most percent of the population in the country live
in the villages. In this case, each student at a school can not get quality education because of
some problems, such as lack of highly qualified teachers, quarantines, etc. When we overview
educational system of the countries in the World, we can see the following problems: a lack
of funding for education, a lack of classrooms in educational organizations, a lack of learning
materials, the exclusion of children with disabilities, being the gender, living in a country
in conflict or at risk of conflict, distance from home to school, hunger and poor nutrition,
the expense of education and so on [3]. The alternative solutions are required to solve above
problems. Many of the existing educational methods and techniques can work effectively for
offline education |4]. However, Due to the above problems, each student can not attend quality
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offline lessons. Therefore, alternative solution is required in order to improve the quality of
education. In this scenario, we need to use tools that solves as many educational problems
as efficient as possible. Al can help solve the above educational problems [5].

In recent years, artificial intelligence has entered almost all spheres of social society. As
a result, Al and ML are being adapted to these areas. A lot of research is being conducted
on the application of Al and ML to the educational sphere. Below we will consider the
articles of scientists conducting research in this field. The article written by [6] analyzes the
articles of scientists from 62 countries who conducted scientific work on the application of
AT and ML in the field of education between 2000 and 2021. Research shows that Al and
ML are playing a growing role in the educational sphere. The influence of the psychological
condition of elementary school students on their academic performance was studied using
the Owl Search Optimized Dynamic Deep Neural Network (OSO-DDNN) algorithm |[7].
The article used the results of 147,210 elementary school students who took the Legilexi
exam between 2016 and 2021. The results indicate that the model’s robustness and potential
for predicting primary school students academic performance are rooted in psychological
factors. The study [8] uses ML to predict the academic performance of middle- and high-
school students by analyzing socio-demographic factors, school-related elements, and student-
specific variables. Five ML algorithms, namely multinomial logistic regression, artificial neural
network, random forest, gradient boosting, and stacking methods are employed to identify
and rank the factors affecting academic performance. The study [9] aims to enhance learners
ability to grasp complex concepts swiftly through various activities such as flipped classrooms,
online quizzes, learning by doing, and virtual laboratories. It addresses learners challenges
and encompasses all learning domains, including knowledge, skills, and attitudes. The fuzzy
logic method has been recently applied in education to mitigate these challenges, offering a
qualitative rather than quantitative assessment of student achievement. Real-time data from
B.Tech Information Technology learners is used. Initially, the prediction models achieved
the following accuracies: Naive Bayes (90%), Support Vector Machine (89%), Discriminant
Analysis (88%), Decision Tree (86%), and K-Nearest Neighbors (82%), with Naive Bayes
showing the highest accuracy at 90%. After factor analysis (FA), the accuracies are: Naive
Bayes - 92%, K-Nearest Neighbors - 92%, Support Vector Machine - 90%, Discriminant
Analysis - 89%, and Decision Tree - 88%. Naive Bayes and K-Nearest Neighbors demonstrate
the highest accuracy at 92%. Aiming to adapt Machine Learning for students of all proficiency
levels, we investigated how accurately specific spelling errors can be predicted among primary
school students in Germany who are not yet proficient in spelling. This study examines
the prediction accuracy across different skill levels and explores the content-related reasons
for incorrect predictions |10]. To achieve this, we developed a web application to track the
spelling efforts of 685 first- and second-graders in Bavaria, Germany, capturing a total of
18,133 different misspellings. Using this data set, we trained and compared the performances
of six Machine Learning models to predict misspellings. Among all the Machine Learning
models used in this study, the Random Forest algorithm proved to be the most effective in
predicting spelling errors. It excelled in predicting errors at the syllable and morpheme levels,
while errors at the basic phoneme-grapheme level were predicted with slightly less accuracy.
Frequently, confusions arose in linguistically ambiguous cases or complex error entanglements.
The implications of these findings are discussed in detail. Based on 177 responses [11]| from
university students, the proposed model is validated using a hybrid structural equation
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modeling and artificial neural network (SEM-ANN) approach. The findings show that effort
expectancy is positively influenced by both individual technology fit and task technology fit.
Moreover, performance expectancy is significantly influenced by task technology fit but not
by individual technology fit. The results also highlight the impact of performance expectancy,
social influence, facilitating conditions, and hedonic motivation on behavioral intention,
explaining 65% of its variance. The ANN results, with a normalized value of 94.5%, indicate
that social influence is the most crucial factor in robot adoption. These empirical findings
contribute theoretically and assist higher education institutions in encouraging students to
adopt robots, enhancing their practical value. This paper [12] introduces a Decision Support
System (DSS) utilizing a hybrid data mining model to analyze educational data and reveal
hidden patterns and rules. The DSS is designed to assist decision-makers in improving the
operational efficiency of academic institutions by accurately determining student eligibility
for particular courses. For thorough analysis, various supervised algorithms were applied,
comparative evaluations were performed, and association rule and unsupervised algorithms
were used to uncover concealed patterns. The article [13| provides an overview of various
cognitive computing technologies applied in education to improve learning and teaching
processes. It identifies three conceptual system architectures: Layered Architecture, Agent-
Based Architecture, and Hybrid Architecture, and details their components. Additionally,
the study examines notable platforms in the educational sector, including IBM Watson,
Knewton, Carnegie Learning, and DreamBox Learning. This study [14] identifies modern
challenges and suggests three educational strategies for transitioning to a digital model of
architectural education, considering the opportunities presented by the Covid-19 pandemic.
The study presents a model employing an instructional approach that envisions post-
pandemic architectural education and highlights challenges for educators and institutions
for further research. This study addresses the pandemic’s impact on traditional architectural
education. This paper [15] performs a topic modeling analysis of articles related to educational
data mining and learning analytics to uncover thematic features of both fields. Using
structural topic modeling, we identified topics from the abstracts of N=192 articles on
educational data mining and N=489 articles on learning analytics. Five-topic models were
derived for both fields. The findings indicate that, despite some disciplinary differences in
research focus, there is little evidence of a clear distinction between the two disciplines
beyond their historical development. The trend suggests a convergence in educational research
towards the use of advanced statistical learning techniques to derive actionable insights
from large data sets, optimizing teaching and learning. EDM is the combination of Al and
education. EDM which is illustrated at Fig. 1 depicts the study of a relevant field by applying
data mining (DM), ML, and statistics to information obtained from educational institutions.
EDM is one of computer science subject. [16].

Education 4.0 refers to the integration of advanced technologies into the field of education,
transforming traditional educational systems [17]. Education 4.0 includes the use of data-
driven education and learning analytics to enhance learning and teaching processes. EDM
is main part of Education 4.0 by analyzing large datasets to identify patterns, trends, and
insights that can inform educational practices [18]. EDM helps in understanding student
behavior, predicting performance outcomes, identifying at-risk students, and personalizing
learning experiences [19]. Today, the scientists are creating a lot of new educational projects
based on EDM, such as Quiz generation, EdApp, Khan Academy, Coursera, etc [20] and they
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Figure 1: Educational Data Mining

are design for different degrees of education system [21].

As a result of the coronavirus that appeared in Wuhan of China in 2019, the pandemic
was declared all over the World for several years [22]|. This situation has had its negative
impact on the educational system, like many areas. As a result, students could not go to
schools, colleges, universities. According to the report of UNESCO shows which the number
of out-of-school children and youth has increased by 6 million since 2021 and now totals 250
million. After coronavirus, economic problems decreased the economies of countries. This
situation has had a significant impact on poor countries. Educational organizations began to
use the online education. As mentioned above the alternative solution of the problems is Al.
Functional performance of online educational platforms improved using Al |23].

The aim of the research is creating the architecture based on ML, creating a mathematical
model for each ML algorithm. Futhermore, unveiling the benefits of an educational platform
built on the architecture.

This paper will depict the architecture of educational platform based on ML and it’s
implementation for the education. The architecture consists of two parts, namely server side
and user side. The server and user sides are connected via a computer network. The main
part of the architecture is the server side. The server side also consists of two subparts.
The first subpart consists of database. The database is composed of four tables, namely
groups, subjects, modules and complexity degree of module. The second subpart is a system
which created based on ML algorithms. The mathematical model of each machine learning
algorithm is described, and in the next sections we will analyze the mathematical model of
each machine learning algorithm. Furthermore, we will discuss the result of each algorithm
by percent. Support vector machine (SVM), Naive Bayes, artificial neural network(ANN) and
Decision tree techniques are applied for the architecture because the algorithms showed high
results when student’s performance classified into classes and predicted. The architecture is
flexible, so it is easy to be applied for each degree of education, such as elementary school,
high education and so on.

Students were educated for a semester at a private school in Tashkent city to implement
the educational platform based on the architecture. A total of 280 students from the 6th
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to the 11th grade participated in the experiment, e.i., 153 of the students are boys and 147
are girls. The results of the experiment show that ML algorithms are highly accurate in
classifying students’ psychological condition and academic performance.

2 Methods

We will overview ML methods and how to build the architecture of educational platform
in this section. Actually, the architecture is composed of user side, computer network side,
database side and the system based on ML. Furthermore, we will consider the system which
is based on ML algorithms in detail. We will overview four machine learning algorithms
corresponding to the architecture. Each algorithm was showen effective results, when each
of them applied for education. Therefore, the algorithms are chosen. This subpart plays
important role in the architecture. SVM machine learning technique is used in order to
determine a student psychological condition who is going to access the platform. In this
case, the algorithm can be used as a classification i.e., it determines a students psychological
condition. According to the results, the system can allow to the the student to access. In
this case, linear SVM [24] could use to determine the students psychological condition. Each

- - Class A
- - w=Xx+b=0

Class B

Figure 2: Classifying into classes the student’s psychological condition using SVM

student is given psychological test questions in order to determine student’s psychological
condition. X set defines number of psychological tests. There are two answers in each test
question, the first answer means positive, the second one means negative. Class A in Figure
2 depicts the positive answers, Class B depicts the negative answers. The equation in the
Fig. 2. of a hyperplane is w * x + b = 0 where w is a vector normal to hyperplane and b is an
offset. To classify a point as negative or positive we need to define a decision rule according
to formula 1. We can define decision rule as:

X*w—cZOputting—casb,Weget)z*zﬁ—bZO
Hence

e if Xsx@—b2>0
-1 if Xx@—b<0
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If the value of w* x4+ b > 0, it means a positive point, on the contrary, it means negative
point. The second machine learning algorithm in the architecture is ANN [25]. ANN technique
in the architecture illustrates in the Figure 3. After passing the psychological test, a student
can choose a subject in the grade. After that, the student is given a test in the chosen
subject [26]. In the Fig. 3. n is the number of questions in the different complexity for each
group that is chosen by the student.

Class A
Class B

Class C

Figure 3: Classification of students knowledge into the classes using ANN

Flb+ Z Ty % W;) (2)

Formula 2 illustrates activation functions for ANN.

Where,

b-bias

z-input values (in our case, student s results from each subject)

w-weights

n-the number of inputs from the incoming layer

i-a counter from 1 to n

Through the input layer, the students results from subjects are transmitted to the hidden
layer. Each node in the hidden layer will calculate corresponding to the rule of ANN. As a
result, ANN can classify following about a student:

Class A - the grade that corresponding to the level of the student s knowledge in the chosen
subject;

Class B- the module in the selected subject that corresponding to the level of the student s
knowledge;

Class C- a complexity level of the module;

This algorithm is used to determine the students level of knowledge in subjects.

The next machine learning technique of the architecture is naive Bayes classification
algorithm. In the architecture, the algorithm classifies student s knowledge into classes
(poor, average, good and excellent) from each subject. Naive Bayes |27] is a probabilistic
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algorithm. Let a set of observations be given, each of which is denoted by a feature vector
x = (x1, 3, .., x,) The algorithm assigns to each observation a probability p(Cy|z1, z2, .., )
C)— class. We write using Bayes theorem:

p(Cr)p(z|Cy)

P =)

(3)
In this formula, only the numerator is of interest from the point of view of classification, since
the denominator does not depend on the class symbol and is constant. It can be illustrated
that the characters are independent

n

p(Crlwr, @2, .., ) = (Ci)p(1|Ch)p(2|Cr) [p(xa| C) T [ (il Cie) (4)

=1

Then a simple Bayesian classifier can be considered as a function that assigns a class label
to each output value of the model, i.e., y = C} as follows

y = argymaz;...k Hp(xl\Ck) (5)

i=1

Hence, class CY, is chosen, thus, class a is chosen, which maximizes the likelihood function,
that is the product of the conditional probabilities of the values of the attribute z; for each
class C'x. The probabilistic classifier forecasts the class with the largest conditional probability
for a given feature vector x. As for the application of the algorithm to the platform, the
Platform has a set of subjects assigned to each group, and the set contains the scores of
students in the group from each subject. Naive Bayes classifies a students knowledge into
poor, average, good and excellent classes. Using the dataset about students grades from the
subjects, each students grade is classified. First of all, we calculate the number of each score in
the dataset. After that, the ratio of the total number of subjects to the number of each score is
calculate 28| (p(Cy) in formula (3)). After that, the probability of each score (poor, average,
good and excellent) for each subject in the dataset is calculated ((p(x1|Ck)p(z2|Ck)|p(2,|Ck)
in formula 4). We calculate y the probability of each estimate using the formula (3). With
the usage of formula (4), with the highest probability score among the students scores will
be calculated. The calculated score will be the students score.

The next ML algorithm in the architecture is Decision tree. The decision tree is a highly
effective ML technique for data mining and predictive analytics. It is capable of addressing
both classification and regression problems. In our case, we use this algorithm to classify
student results into different categories [29|. Fig. 4. illustrates using Decision tree algorithm
in the architecture. The algorithm helps to determine that whether a student could pass next
level or not. Furthermore, we can use the algorithm that the student is able to determine to
finish a module, to finish each subject in a group, to finish each group [30]. The best attribute
in dataset of students grades is chosen by attribute selection measure for the root node and
for sub-nodes.

InformationGain = Entropy(S) — [(WeightedAvg) x Entropy(each feature)]
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Entropy(s) = —P(yes)log2P(yes) — P(no)log2P(no)

Where,
e S = Total number of samples (in the dataset of students grade).
e P(yes) = Probability that a student can pass.

e P(no) = Probability that a student cannot pass.

Figure 4: Predicting the passing a student to the next level using Decision tree

A a result, decision tree technique will identify the final result of each student. Fig. 5.
depicts the architecture based on ML. The architecture is simple and flexible. The architecture
consists of user side, computer network and server side. The server side has two subparts as
well, namely the system is based on ML methods and database [31]. The database consists of
four tables, namely list of groups, number of subjects in each group, number of modules in a
subject and complexity degree of task in the module [32]. Courses are stored as followings, for
example, group 8, group 9, group 10. The main part of the architecture is the system which
is based on ML algorithms. The main pupose of the system is classifying psychologycal
condition and the student s performance into classes . Furthermore, to determine the
level of knowledge of each student in each subject, to provide the student with appropriate
educational materials, and finally to ensure that the student acquires a high level of mastery
of all subjects in the courses.
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Figure 5: The architecture of the educational platform based on ML

3 Results

An educational platform was created based on the architecture and 280 students were
taught. We will present the experimental results of each ML algorithm in the system. In the
experiment, 50 students of 6th grade, 50 students of 7th grade, 40 students of 8th grade,
40 students of 9th grade, 40 students of 10th grade and 40 students of the 11th grade
participated. The first algorithm is SVM. SVM classifies a student accessing the platform
into two classes, namely psychologically healthy or psychologically unhealthy. Students will
be asked a total of 24 psychological questions, 12 questions indicate psychological health, 12
questions indicate psychological unhealthy. Table 1 illustrates confusion matrix for SVM.

Table 1: Execution time of the created library on the Atmega 328 microcontroller

Psychological Psychological
healthy unhealthy

269 1

1 9

According to the results of the experiment, we can make the following confusion matrix:
Accuracy is 99,3%, Precision is 99,6%, Recall is 99,6% and F1 score is 99.6%. 270 students
could pass the psychological test.

The next ML algorithm is ANN. The aim of this algorithm on the platform is to classify the
level of knowledge in the chosen subject of a student who successfully passed the psychological
test. 270 students who successfully passed the first level participated in this level. The system
classifies the students knowledge level into three classes, namely class A, class B and class C.
First, we classify 270 students by grades (from 6th to 11th grade). Table 2 depicts confusion
matrix of gardes.
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Table 2: Confusion matrix of grades (grade 6 to garde 11)

Grade 6 Grade 7 Grade 8 Grade 9 Grade 10 Grade 11
48 1 1 0 0 0

2 47 1 0 0 0

0 2 48 0 0 0

0 0 1 38 1 0

0 0 2 1 37 0

0 0 0 1 2 37

In this case, we calculated followings: Accuracy is 94.4%, Precision is 94.68%, Recall 95%
and F1 is 94.8%.

Each grade has four modules. Table 3 illustrates confusion matrix of modeles in each
grade.

Table 3: Confusion matrix of modules

Module 1 Module 2 Module 3 Module 4
56 2 2 0

1 67 1 1

1 56 1

0 1 3 74

The results of confusion matrix: Accuracy is 93.7%, Precision is 93.6%, Recall is 93.5%
and F1 is 93.6%.

Class C represents the level of complexity of educational materials in each subject.
Complexity levels are lower, medium and higher. Table 4 depicts confusion matrix of
complexity educational materials in each module.

Table 4: Confusion matrix for complexity of educational materials in each module

Lower Medium 2 | Higher
101 4 0

0 113 )

0 2 45

The results of confusion matrix: Accuracy is 95.9 %, Precision is 95%, Recall is 95.6%
and F1 is 95.2 %.

The third ML technique on the platform is naive Bayes. Naive Bayes classifiers student’s
mark into poor, average, good, excellent classes. Table 5 illustrates confusion matrix of
students’ marks.

Table 5: Confusion matrix of students marks

Poor Average Good Excellent
39 1 0 0

1 56 3 0

0 2 96 2

0 0 4 66
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The results of confusion matrix: Accuracy is 95.2%, Precision is 95.7%, Recall is 95.3%
and F1 is 95.4%.

Last ML algorithm is Decision tree. Decision tree algorithm determines whether students
can pass to the next level or students can not pass to the next level, i.e., it classifies students
into two classes. Table 6 illustrates confusion matrix for Decision tree.

Table 6: Confusion matrix of Decision tree

Students who passed to | Students who did not
the next level pass to the next level
227 3

1 39

The results of confusion matrix: Accuracy is 98.5%, Precision is 99.5%, Recall is 98.7%
and F1 is 99.1%. We calculated confusion matrix for each technique. We will discuss the
results of each machine learning algorithm in the next section.

First of all, we define the confusion matrix in detail. Accuracy measures the ratio of
correct predictions to the total number of predictions. Precision, or Positive Predictive Value,
evaluates the proportion of correctly identified positive cases among all predicted positives,
making it crucial when false positives are costly. Recall, also known as Sensitivity or True
Positive Rate, indicates how well the model identifies actual positive cases. The F1 Score,
the harmonic mean of precision and recall, provides a balanced measure between the two.

4 Discussion

As we known, there are a lot of machine learning algorithms. In the architecture, we
used the effective algorithms to develop student s academic performance. The result of
each algorithm will be shown based on experiences. The experience results on student
performance in academics were gathered from 280 school students. Furthermore, the students
mental condition analyzed as well. The results of the students during one semester were
analyzed [38]. SVM classified students psychological conditions into psychological healthy
and psychological unhealthy classes |34]. The results were accuracy is 99,3%, precision is
99,6%, recall is 99,6% and F1 score is 99.6%. SVM determined that 10 students could not
learn the subjects on the platform. 270 students who successfully passed the psychological
test were given educational materials in appropriate subjects by ANN. ANN has excelled
in providing materials appropriate to each students level of knowledge. ANN has achieved
superior results in providing material that is appropriate for each students knowledge level.
The results of classification on grades: Accuracy is 94.4%, Precision is 94.68%, Recall 95% and
F1 is 94.8%, the results of classification on modules: Accuracy is 93.7%, Precision is 93.6%,
Recall is 93.5% and F1 is 93.6%, the results of classification on complexity of educational
materials in each subject: Accuracy is 95.9 %, Precision is 95%, Recall is 95.6% and F1 is
95.2 %. The next ML technique, naive Bayes classified the students results in each subject
into four points, i.e., poor, medium, average and excellent. The results of the algoritm are
Accuracy is 95.2%, Precision is 95.7%, Recall is 95.3% and F1 is 95.4%. Last ML algorithm
in the architecture is decision tree. The decision tree classified the final results of students
in each level, i.e. whether students could pass to the next level or students could not pass to
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the next level. The algorithm carried out following results: Accuracy is 98.5%, Precision is
99.5%, Recall is 98.7% and F1 is 99.1%. As a result, 228 students were able to pass to next
level [35].

5 Conclusion

Some countries spend millions on the education system every year. These money are a large
percentage of the country budget. According to statistics, the countries in the world spend
much money for school education system. The price of the educational platform to be built
with the usage of the architecture will be several times cheaper than spending annual money
to the offline education [36]. According to fact, the number of internet users in the World is
expected to go up 47% from 5.35 billion users in 2024 to 7.9 billion users in 2029. Students who
live in area supplied with the Internet can learn subjects in the educational platform [37].
The architecture is flexible so it can applied for each degree of education. A educational
platform based on the architecture can detenmine student s performence accurecy as well as
helps solve some educational problems [38|. Furthermore, using the educational platform in
pandemic is effective [39]. Table 7 illustrates the comparation traditional offline education
with educational platform based on the architecture.

Table 7: Comparison traditional offline education with educational platform based on the

architecture

TRADITIONAL EDUCATIONAL
OFFLINE EDUCATION | PLATFORM

BASED ON THE

ARCHITECTURE
Costly Cheaper
Learning only in lesson | Learning in 24 hours a
time day
A teacher is required A teacher is not required
Possible to use in | Impossible to wuse in
quarantine quarantine

In summary, educational platforms that utilize machine learning deliver a personalized,
adaptive, and data-driven approach, setting them apart from traditional platforms. They
enhance learning by offering a more engaging and efficient experience tailored to the unique
needs of each student. Educational platform based on ML offers several benefits: personalized
and adaptive content, tailored lessons, real-time assessments with instant feedback, self-paced
learning, enhanced interaction through Al-driven tools, and engaging methods like gamified
learning and simulations. Therefore, educational platforms based on ML are the new era of
online education. Also using ML in education is able to solve some issues of education.
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