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CLUSTERING ALGORITHM BASED ON OBJECT SIMILARITY

The article examines the issue of drug clustering. Initially, k classes are arbitrarily formed and the
resulting training sample is pre-processed, then the similarities between the objects of each class
are evaluated based on the proximity function and the criterion for evaluating the contribution of
objects to the formation of their own class. Usually, it is in percentage and is the degree of mutual
similarity of objects of each class. In the next steps of the algorithm, first, one object is taken
from the first class, and by adding it to all k classes, the contribution of this object to this class
is measured. The object will be left in the class which has the most contribution. This process
is repeated several times in a row for all objects of the class. The process is stopped when the
location of objects does not change and the degree of similarity exceeds the required percentage.
As a result, the required clusters are formed.
Key words: Clustering, proximity function, degree of similarity of objects, contribution of object
to the class.
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Объектiң ұқсақтығына негiзген кластерлiк алгоритм

Мақалада дәрiлiк заттарды кластерлеу мәселесi қарастырылады. Бастапқыда k класы ерiктi
түрде қалыптасады және нәтижесiнде алынған оқыту үлгiсi алдын ала өңделедi, содан кейiн
жақындық функциясы мен объектiлердiң өз класының қалыптасуына қосқан үлесiн бағалау
критерийi негiзiнде әрбiр сынып объектiлерiнiң арасындағы ұқсастықтар бағаланады. Әдет-
те, ол пайызбен көрсетiледi және әр класс объектiлерiнiң өзара ұқсастық дәрежесi болып
табылады. Алгоритмнiң келесi қадамдарында алдымен бiрiншi класстан бiр объект алынады
және оны барлық k классқа қосу арқылы осы объектiнiң осы классқа қосқан үлесi өлшенедi.
Нысан ең көп үлес қосқан сыныпта қалады. Бұл процесс сыныптың барлық объектiлерi үшiн
қатарынан бiрнеше рет қайталанады. Объектiлердiң орналасуы өзгермегенде және ұқсастық
дәрежесi қажеттi пайыздан асқанда процесс тоқтатылады. Нәтижесiнде қажеттi кластерлер
қалыптасады.
Түйiн сөздер: Кластер мәселесi, жақындық функциясы, объектiлердiң ұқсастық дәрежесi,
объектiнiң сыныпқа қосқан үлесi.
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Алгоритм кластеризации основанный на сходстве объектов

В статье рассматривается проблема кластеризации лекарственных средств. Первоначально
произвольно формируются k классов и предварительно обрабатывается полученная обуча-
ющая выборка, затем оценивается сходство между объектами каждого класса на основе
функции близости и критерия оценки вклада объектов в формирование собственного клас-
са. Обычно он выражается в процентах и представляет собой степень взаимного сходства
объектов каждого класса. На следующих шагах алгоритма сначала из первого класса берет-
ся один объект и путем добавления его ко всем k классам измеряется вклад этого объекта в
этот класс. Объект останется в классе, внесшем наибольший вклад. Этот процесс повторяется
несколько раз подряд для всех объектов класса. Процесс останавливается, когда расположе-
ние объектов не меняется и степень сходства превышает необходимый процент. В результате
формируются нужные кластеры.
Ключевые слова: Задача кластеризации, функция близости, степень сходства объектов,
вклад объекта в класс.

1 Introduction

Clustering algorithms based on the similarity of objects are used to find commonalities among
data and divide them into clusters. These algorithms operate on similarity or distance criteria
within the data. The basic philosophy of these algorithms is that objects within each cluster
are similar, but objects between different clusters are different.

The authors in [1,9] discuss various clustering algorithms, including methods based on
the similarity of objects. There are also classic textbooks [2,6,8] that cover the basics
and methods of clustering based on similarity and distance. Review materials [3,7] contain
numerous clustering methods, emphasizing different approaches, including object similarity.
The articles [4,10] explore the reasons for the existence of multiple clustering algorithms
and their application depending on the task. The work [5] focuses on clustering algorithms
that minimize the maximum distance between clusters, which can be related to the concept
of similarity. Spectral clustering [10] uses similarity between objects to form clusters. The
proposed sources cover the theoretical foundations and modern approaches to clustering based
on the similarity of objects.

The most popular clustering algorithm is the K-means algorithm, which is used to divide
into k number of clusters. This algorithm works in the following steps: Choosing a random
number of centers (centroids); Sorting each object to the nearest center; Calculation of new
centers for each cluster; Steps 2 and 3 are repeated until the centers remain unchanged
[11,12]. The next clustering method is Hierarchical Clustering. It is a method of classifying
data sets in a hierarchical tree-like structure. This method is implemented by merging
data sets from small to large or from large to small [13]. There are two main methods of
hierarchical clustering: Agglomerative method: In this method, each data point starts as a
separate cluster and then the two closest clusters are combined. This process continues until
all data are combined into one large cluster. Divisive method: In this method, all the data
starts as one big cluster and then the clusters are divided into parts. This process continues
until each data becomes a separate cluster. Also, the DBSCAN (Density-Based Spatial
Clustering of Applications with Noise) method is a density-based clustering method for data
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sets. This method is density-based, that is, it identifies clusters by considering the density
of points in the dataset. The basic idea of the DBSCAN method is that clusters are treated
as densely populated regions of points, and low-density points are separated as "noise"or
outliers. [14].

The main steps of the DBSCAN method are as follows:

1. If the number of points within a given radius (epsilon, ε) around a data point exceeds
a given minimum density (minPts), this point is called a kernel point.

2. If a point P is a core point and it is connected to all points within a radius e, then they
all belong to the same cluster.

3. The points within radius e of the core points, but which are not themselves core points,
are called boundary points.

4. All points that are neither core nor boundary points are classified as sum or exception
points.

Disadvantages of clustering methods
Disadvantages of clustering methods depend on various factors, and each method has its

own limitations and problems.
1. K-means Clustering. In the K-means method, the number of clusters (k) should be

predetermined. An improperly chosen number of k can lead to incorrect clustering results.
Sums and outliers can push the centroids too far, distorting the results.
K-means method can only detect spherical clusters, it has difficulty in detecting clusters

of other shapes.
2. Hierarchical Clustering. For large datasets, the computational complexity of

hierarchical clustering can be enormous, making it difficult to implement.
The inclusion and exclusion of data greatly affects the result of hierarchical clustering.
In hierarchical clustering, the exact number of clusters cannot be defined in advance.
3. DBSCAN (Density-Based Spatial Clustering of Applications with Noise).

Choosing the appropriate epsilon (ε) and minPts parameters can be complicated. Incorrectly
selected parameters will worsen the results.

DBSCAN does not perform well when the data set has different densities.
For large-sized data, the computational complexity of the DBSCAN method is high.
Understanding these shortcomings will help you choose the right clustering method and

analyze the results correctly. By knowing the disadvantages of each method, it becomes
possible to choose the most suitable method for the data set and the purpose.

The main importance of clustering methods is that they help to identify and understand
the internal structure of data [15,16]. Through these methods, it is possible to identify
common features within data sets from different fields and make effective decisions based
on them [17,18]. With the help of groups, segments and clusters identified through clustering
methods, organizations can clearly and effectively focus their strategies.
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2 Statement of the clustering problem

Let’s suppose that in an N -dimensional character space xi ∈ X, i = 1,M, objects are given.
That is, xi = (x1i , x

2
i , . . . , x

N
i ), i = 1,M, objects are given in N - dimensional symbol space.

Also, inN - dimensional symbol space λ=
(
λ1, λ2, . . . ,λN

)
, boolean vectors are introduced,

its components take 0 or 1 value. Using components of Vector λ=
(
λ1, λ2, . . . ,λN

)
indicates

which character is participating in the calculation or not.
If λj= 1, j-component participates in calculations, otherwise λj= 0, j- component doesn’t

participates in calculations.
Description. In N - dimensional symbol space λ=

(
λ1, λ2, . . . ,λN

)
Vector ` is called informative, if its values taken from the set Λ` ={
λ :
∑N

j=1 λ
j = ` , λj ∈ {0, 1} , j = 1, N

}
.

Matter. In the given N - dimensional character space xi ∈ X, i = 1,M it
is required to form training samples using the general selection. Here formation of
xp1, xp2, . . . , xpmp

∈Xp, p=1,r classes is required. Here class mp xp1, . . . , xpmp
composed

of objects X=
⋃r

p=1Xp.
To solve this clustering problem, the object proximity function is introduced. If the signs

of the objects are nominal, then the quantity indicating their similarity is determined by
ρj(xpi, xpq) :

ρjpi (xpi, xpq) =

 1, if
(
xjpi − xjpq

)
= 0;

0, otherwise
(1)

If the objects are represented by numerical symbols, then their similarity is determined
by the measuring quantity ρj(xpi, xpq):

ρjpi (xpi, xpq) =

 1, if |xjpi − xjpq| ≤ εj

0, otherwise
(2)

where p = 1, r; i 6= q = 1,mp; j = 1, N ; ρpi (xpi, xpq) =
(ρ1pi (xpi, xpq) , ρ2pi (xpi, xpq) , . . . , ρNpi (xpi, xpq)).

The εj -threshold value corresponding to the j-character in the (2) is calculated as follows
for the characters of each class of objects j-:

εj=
1

M−1

M−1∑
i=1

∣∣xjpi−xjpi+1

∣∣,
where j=1,N ;p=1,r;i=1,M−1;.

3 The problem of determining the degree of similarity of class objects

Let’s suppose that , κ (xpi, Xp) = 1
mp−1

∑mp−1
k=1 (ρpi (xpi, xpk) , λ) size xpi, the average degree

of similarity of the object Xp with the rest of the objects of the class calculated with respect
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to the λ –vector. Likewise, κ (xpi, Xq) = 1
mq

∑mq

k=1 (ρpi (xpi, xqk) , λ) size xpi, calculation of the
average degree of similarity of the object with all objects of the Xq class against the λ –vector.

The degree of similarity of the object is defined in percentage by ν (xpi, Xp) and ν (xpi, Xq)
and they are calculated as follows. In this case, the benefit of the object x to each class is
calculated as follows.

ν (xpi, Xp) =
κ (xpi, Xp) ∗100%

N
(3)

Equation (3) above the calculation of the value of the object by all xpi objects of the p-
class in percentage. Here p=1,r; i=1,mp;.

ν (Xp) =
1

mp

mp∑
i=1

ν (xpi, Xp)=

1
mp

∑mp

i=1 κ (xpi, Xp) ∗100%

N
(4)

Equation (3) finds the average similarity percentage of one object, and formula (4) finds
the total average similarity percentage of the objects in s inf, that is, all the objects of the
class evaluate each other. Here p=1,r; i=1,mp;.

ν (Xp � x) =
1

mp − 1

mp−1∑
i=1

ν (xpi, Xp)=

1
mp−1

∑mp−1
i=1 κ (xpi, Xp) ∗100%

N
(5)

Equation (5) shows calculation of the total average similarity percentage of the objects in
the class after the object x of the class Xp is removed from the class, that is, the object does
not participate in the evaluation of the remaining objects of the class. As a result, we find
the share of the object x added to the class Xp by ν (Xp) − ν (Xp � x) . Also we determine
the position of the object x in the organization of its class. Here the operation Xp � x means
that the object x is extracted from the p -class and p=1,r; i=1,mp−1;

ν (xqi, Xq) =
κ (xqi, Xq) ∗100%

N
(6)

Equation (6) given above is the calculation of the percentage of the object xqi by all
objects of the q-class. Here q=1,r; i=1,mq; p 6= q;

ν (Xq) =
1

mq

mq∑
i=1

ν (xqi, Xq)=

1
mq

∑mq

i=1 κ (xqi, Xq) ∗100%

N
(7)

(7) is used to find the total average similarity percentage of objects in q-class, that is, all
the objects of the class evaluate each other. Here q=1,r; i=1,mq; p 6= q;

ν (Xq ⊕ x) =
1

mq + 1

mq+1∑
i=1

ν
(
xqi, Xq

)
=

1
mq+1

∑mq+1
i=1 κ (xqi, Xq) ∗100%

N
(8)

Equation (8) shows the calculation of the total average similarity percentage of the objects
in the next class after the object x is added to the classXq. As a result we find by ν (Xq ⊕ x)−
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ν (Xq) the share of the object x that Xq adds to the class. Through this, the share of the
object x added to all classes is found, and the object is transferred to the class with the largest
share. Where the operationXq⊕x object is added to the q-class. Where q=1,r; i=1,mq; p 6= q;

The class to which the evaluated object is transferred in the first step for x is made as
a result of solving the following maximization issue (9).

max
p,i,q
{ν (Xp) ,ν (Xq)} (9)

If
maxp,i,q {ν (Xp) ,ν (Xq)} =ν (Xp)
is left in the x ∈Xp class, otherwise, ie, if

max
p,i,q
{ν (Xp) ,ν (Xq)} =ν (Xq)

will be transferred to x ∈Xq class. If their values are equal, then the object is left in
its class. Where p 6= q = 1, r; i = 1,mp. So, on the basis of the proposed algorithm,
first, ν (Xp) and ν (Xq) values are calculated for arbitrary p, i,q then the maximization
problem is solved and the x object is transferred to a certain class. Of course, the values
of the quantities ν (Xp) and ν (Xq) are remembered.

In the second stage x – object is evaluated and executed by solving the following
maximization problem.

maxp,i,q {ν (Xp)−ν (Xp � x) , ν (Xq ⊕ x)− ν (Xq)}
If
maxp,i,q {ν (Xp)−ν (Xp � x) , ν (Xq ⊕ x)− ν (Xq)} = ν (Xp)−ν (Xp � x) > 0,
it remains at x ∈Xp and we take it as x = xpi+1 and the second phase starts again.

Otherwise if maxp,i,q {ν (Xp)−ν (Xp � x) , ν (Xq ⊕ x)− ν (Xq)} = ν (Xp)−ν (Xp � x) ≤ 0,
then the class objects remain in place and the second phase starts again.

If it is
maxp,i,q {ν (Xp)−ν (Xp � x) , ν (Xq ⊕ x)− ν (Xq)} = ν (Xq ⊕ x)− ν (Xq) > 0
will be transferred to x ∈Xq and will be taken as a x = xpi+1 and the second phase

starts again. Otherwise if will be
maxp,i,q {ν (Xp)−ν (Xp � x) , ν (Xq ⊕ x)− ν (Xq)} = ν (Xq ⊕ x)− ν (Xq) ≤ 0, then the class
objects remain in place and the second phase starts again.

The proposed procedure is performed several times for all p, i, q. The procedure also
terminates when the resulting class objects stop changing. So, the problem of clustering is
solved.

4 Algorithm of clustering based on similarity of objects and analysis of practical
results

This research examines clustering by tabulating 1,116 different types of blood pressure
medications. One nominal character and nine quantitative characters are studied. They are
partially given in the table below.

Table 1



114 Clustering algorithm based . . .

Information about drugs that affect blood pressure (antihypertensive)
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1 x1 0,10 96 yellow 10 64 3,50 4,51 20,72 90 7,41
2 x2 0,10 85 white 20 78 4,20 7,85 14,36 75 8,56
3 x3 0,50 88 pale

yellow
25 20 4 3,87 25,48 95 5,69

4 x4 0,03 89 white 50 72 0,20 16,87 15,64 75 7,96
5 x5 0,20 91 white 15 60 3,20 19,20 25,63 85 5,98
6 x6 0,50 93 white 25 57 3,90 4,89 48,65 89 6,85
........... . .
1113 x1113 0,5 76 white 25 86 4,01 7,41 13,25 78 9,65
1114 x1114 0,25 74 gray 14 93 4,5 3,41 10,26 60 12,48
1115 x1115 0,5 72 white 28 94 3,6 4,85 12,48 85 9,85

The following algorithm is proposed to solve the clustering problem. The algorithm
consists of the following steps:

Step 1. Drug data is preprocessed into xi = (x1i , x
2
i , . . . , x

N
i ) ∈ X, i = 1,M . In this

case, missing data are filled in, anomalous data are replaced by mean values, and based on
quantitative symbols εj= 1

M−1

∑M−1
i=1

∣∣xjpi−xjpi+1

∣∣,
Will be rationing. Where j=1,N ;p=1,r;i=1,M−1;

Step 2. Subjects of training sample are included in the database. The initial database is
formed on the intersection of all Xp, p = 1, r class objects;

Step 3. The magnitude indicating the similarity of objects in the space of nominal symbols
and the magnitude indicating the similarity of objects in the space of numerical symbols used
in determining the contribution of objects of the class Xp to the formation of their class are
calculated using (1) and (2);

Step 4. In the selection symbols, the i−object of the optional p−class is the remaining
place in the set of mp−1 objects of this class p− all parameters of the vector ρpi (xpi,xpq)
are calculated for all p = 1, r; i 6= q = 1,mp; j = 1, N ;. That is ρpi (xpi,xpq) =
(ρ1pi (xpi,xpq) , ρ

2
pi (xpi,xpq)), . . . , ρ

N
pi (xpi,xpq) vector symbols p = 1, r; i 6= q = 1,mp; j = 1, N ;

For nominal characters

ρjpi (xpi, xpq) =

 1, if
(
xjpi − xjpq

)
= 0;

0, otherwise

and numeric characters
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ρjpi (xpi, xpq) =

 1, if |xjpi − xjpq| ≤ εj

0, otherwise
calculated based on the above equations;
Step 5. The position of the i - object in the optional p -class in the rest of the set of

mp−1 objects of this class is estimated as follows:

ν (Xp) =
1

mp

mp∑
i=1

ν (xpi, Xp)=

1
mp

∑mp

i=1 κ (xpi, Xp) ∗100%

N

Step 6. In selection symbols, an arbitrary p-class is the benefit that the i -object brings
to this class. In this case, the degree of similarity of the objects in the class after the new
object is added to the class

ν (Xq ⊕ x) =
1

mq + 1

mq+1∑
i=1

ν
(
xqi, Xq

)
=

1
mq+1

∑mq+1
i=1 κ (xqi, Xq) ∗100%

N

the value before a new object arrives is subtracted,

ν (Xq) =
1

mq

mq∑
i=1

ν (xqi, Xq)=

1
mq

∑mq

i=1 κ (xqi, Xq) ∗100%

N

ν (Xq ⊕ x)−ν (Xq) in this way, an object is transferred to the class with the largest value
of the benefits of all classes relative to the new object. If the benefits are equal, they are left
in their own class. If the upper values are equal in two classes other than the p-class, then
this object is moved to the smaller q.

Based on the proposed theoretical research and algorithm, we solve the problems described
above. The experimental results of the clustering algorithm based on the similarity of objects
are shown in Table 2. The path elements of the table represent the results of each class at
each step after the procedure is executed. The information in column 1 in the table below
represents the designation of classes. In this case, the initial training sample is divided into
classes X1, X2, X3, . . . , X10. In the initial selection column, the degree of mutual similarity of
the objects of the classes and the number of objects at the time of creation of these classes
are given. Classification of 1116 drugs was performed in sequence.

The data in the training column 1 is the result of clustering the objects of classes
X1, X2, X3, . . . , X10 based on the above algorithm, and we can see that in step 1 itself, the
degree of similarity of the objects of the initial classes is increased. The data in training
column 1 is used as the initial data for the algorithm in the formation of the data in training
column 2. That is, it is performed by rechecking the objects of classes X1, X2, X3, . . . , X10

whose content is newly created. In this, the degree of mutual similarity of objects in some
classes and the increase in the number of objects were achieved.

The data in training column 2 is used as the initial data for the algorithm in the formation
of the data in training column 3. That is, it is performed by rechecking the objects of
classes X1, X2, X3, . . . , X10 whose content is newly created. In this case, the degree of mutual
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Table 2: Clustering results based on object similarity clustering algorithm and degree of similarity of class objects
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teaching

3-
teaching

4-
teaching

5-
teaching

6-
teaching

7-
teaching

8-
teaching

9-
teaching

10-
teaching
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ty
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r
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s
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N
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of
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je
ct
s

Si
m
ila

ri
ty

N
um

be
r
of

ob
je
ct
s

In
hi
s
ow

n
cl
as
s

X1 51.2 271 63.8 56 63.9 188 61.9 276 62.2 254 63.0 242 62.8 222 62.2 210 62.5 198 62.4 204 62.2 199 65
X2 50.8 187 59.2 73 60.1 128 61.2 140 61.6 160 62.5 201 63.5 213 62.6 255 63.1 282 62.4 300 62.0 282 62
X3 49.7 163 60.5 20 59.7 32 60.4 22 67.7 13 66.4 20 65.5 22 67.2 20 69.0 19 67.9 20 65.2 28 4
X4 53.3 107 57.3 180 57.5 112 59.6 51 60.9 47 58.9 71 60.0 54 61.3 60 59.3 71 59.3 69 60.9 64 9
X5 51.1 72 58.1 230 60.5 125 61.9 98 60.0 116 60.2 114 60.3 107 60.0 117 59.2 109 62.0 101 62.3 108 15
X6 54.8 62 66.3 39 62.5 105 62.8 129 62.5 123 62.2 113 62.6 90 61.4 74 64.4 53 64.4 54 64.8 56 8
X7 65.2 7 57.5 62 60.8 62 60.9 72 60.4 68 64.3 53 60.6 107 61.0 86 61.5 104 61.2 109 62.0 137 2
X8 53.4 49 56.3 261 56.9 279 57.1 253 56.9 213 59.4 158 58.3 176 58.3 169 57.8 147 58.7 120 59.6 107 11
X9 51.3 142 52.6 87 56.2 46 58.3 44 59.2 73 58.2 94 59.2 84 58.3 83 59.3 88 58.7 86 58.8 85 45
X10 52.9 56 58.9 108 62.5 39 66.8 31 64.1 49 62.6 50 63.8 41 64.3 42 64.0 45 63.3 53 61.8 50 2

similarity of objects in some classes is more than 60% and the increase in the number of
objects has been achieved.

The data presented in the last column of the table represent the remaining part of objects
of classes X1, X2, X3, . . . , X10 in their class. In this case, the original positions of the objects
of the classes are preserved, and after the algorithm is completed, it is checked that each
object is in the original class. All other columns in the table are also filled in by the result of
clustering by the algorithm proposed above.

The data in Table 2 means that initially the degree of similarity of classes was 53.37
percent on average, and after the algorithm was executed once, the degree of similarity of
classes was on average 59.05 percent. At the end of the calculations, the degree of similarity
of the classes was 61.96 percent on average (Fig. 1).

Figure 1: Average change in degrees of similarity between class objects

Based on the data in Table 2, the graph of the change in the degree of similarity of objects
of the initial classes in the training sample is presented in Fig.2.
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Figure 2: Change of similarity levels of class objects
Based on the results of the clustering algorithm, a graph of the degree of mutual similarity

of the objects of the initial classes in the training sample is presented Fig. 3.

Figure 3: Change in the number of class objects

5 Conclusion

In conclusion, the article proposes a new approach and algorithm for solving the problem
of clustering through the space of characters characterizing objects of the training sample
class. The primary researched data in the article are different types of drugs that affect blood
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pressure taken from real life, and as a result of this research, it was required to solve the
problem of clustering by evaluating the similarities between the objects of each class based
on the criterion of evaluating the contribution of the objects to the formation of their own
class.

Classification, clustering, pattern recognition, problem solving offered by clustering in
preprocessing for cases where data symbols are represented by nominal and numerical symbols
in intellectual data analysis is a very important research.

We believe that the scientific research proposed in this direction, the method, algorithm
and software proposed to solve the problems will not leave the reader indifferent, and we are
sure that these studies will find their place in making our lives prosperous and our problems
easier.
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