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ALGORITHM FOR CLUSTERING DIFFERENT TYPES OF DRUGS
AFFECTING BLOOD PRESSURE

This article presents the development of an algorithm and software for grouping different types
of drugs that affect blood pressure in humans. The results are experimentally tested on a cross-
section of more than 1,100 drugs that affect human blood pressure. Using the proposed algorithm,
the training sample is formed and the problem of clustering is solved. The training set consists
of ten classes. Selection symbols are given in different types, they consist of nominal and value
symbols. In the article, each object is examined, and the importance of the object in the sample
is assessed using a criterion. This criterion contributes to the formation of the studied class of
the object. The developed algorithm works taking into account both types of features. If the
similarity of the object under study with any class is high, this object is transferred to this class.
This process is performed sequentially several times for all objects of the class. The process stops
when the position of objects remains unchanged and the degree of similarity exceeds the required
percentage. The accuracy of data set classification by object classes was experimentally verified
using an algorithm and software package based on neural networks.

Key words: Drugs, pattern recognition, symbols, clustering issue, algorithm and software.
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KaH KpICBIMBIHA 9Cep eTeTiH AppijiepiH TypJii TypJiepiH KJjacTepJiey ajJropurmi

MaxkaJtata agamMIapabiH, KaH KbICBIMBIHA DCEP €TETIH JIPPIAepaiH, OpTYPJIi TYPJIEPIH TONTACTHIPYTa
apHaJIFaH aJTOPUTM MeH OarmapsaMaJiblK MaKeTTi ykacay 3eprreseni. HoTmkenep agaMHBIH KaH
KbIChIMBIHA 9cep ereTiH 1100-71eH actam A9pi-TopPMEKTIH KOJIJeHeH, KHMAaChIH/Ia SKCIIEPUMEHTAJIIbI
TYpAe Tekcepiai. ¥ChIHBLIFAH aJTOPUTM IMaiflajaHa OTBIPBII, KJIACTepJey MOCEesIeci IMIeNi,
OKBITY VJITICI KAJIBIITACTHIPBLIILI. bBijiM Gepy ipikTey OH CBIHBIITAH Typajbl. Tanmay Gesrigepi
OpTYpJI Typae Oepiieni, oap HOMUHAJILI »KoHEe MOHIIK Oesriepaen Typaabl. Maxamamga opoip
00BEKT 3epTTelIil, ipikTemeeri 00 bEeKTIHIH MAHBI3IBLIBIFBl KPUTEPHl apKbLIbI Oaragana pl. by
KpuTepuil 00bEeKTIHIH 36PTTEJETIH KIAChIH KAJIBIITACTHIPYFa BIKITAJ €Teli. O3IpJeHTeH aJrOpUTM
Oenrimepin exi TYpPiH Jie eckepe OTBIPBIN KYMbIC icTefini. Erep 3eprrenmerin o6bekTiHIH KaHmait
Ja 6ip KJIacKa YKCACTBIFBI 2KOFapbl 60Jjica, oHIa OyJ1 00beKT OChI KJIacka Kelripiiemdi. By mporecc
KJIACTBIH, OapJIbIK, 00BEKTLIEP] YIIIIH Ke3eKIeH OipHele peT OpbiHIaa1bl. HblcaH1apaplH opHaJIa-
CybBI ©3repMeil, YKCACTBIK, IoPeKeci KaXKeTTi mailbI3aH acKaH Ke3ze yiepic Tokrarbuiaibl. OKbITY
00BEKTIIEPIHIH, AYPHIC KIKTETYl HEHPOHIBIK, YKeJIire Heri3ereH aaropuTM KoHe OarmapraMabik,

MMAKeTT] KOJIJIAHY apKbLJIbl SKCIIEPUMEHTAJIJIBI TYP/Ie TEKCEPLIE]Ii.
Tyiiin ce3aep: mopinep, yiarini Tamy, 6erizep, KiacTepsey MocesIeci, aIropuT™ KoHe barmapiia-

MaJIbIK KaMTaMacCbI3 €eTy.
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AJIropuTM KJIACTEPU3AIAN PA3JIMYHBIX BHUJIOB MPENAPATOB, BIIMUSIONNX HA apTepuaibHOe

JaBJIeHUE

B cratpe mcciemyercst pa3paboTka ajgropuTMa M IPOTPAMMHOTO KOMILIEKCA IS T'PYIIIUPOBKH
JIEKAPCTBEHHBIX CPEJICTB, BHIPAKEHHBIX B PA3JIMYHBIX TUIAX, BIUSIONNX HA KPOBSHOE JIABJICHHE
JesioBeKa. Pe3ybrars ObLIH arpobupoBanbl Ha 60s1ee dem 1100 mpenaparax, BAUSIONINX Ha KPOBSI-
Hoe naBienne deoBeka. C IMOMOIIBIO PE/IOKEHHOTO aJrOPUTMa PeIlieHa 3a/[atda KJIacTepu3aliun
u chopMupoBaHa HAOOPHI JaHHBIX. Haboph!l TaHHBIX COCTOUT M3 JIECATU KJACCOB. lIpu3Haku BbI-
OOpKHU OBLITN IPEJCTABICHBI PA3INIHBIMU TUIIAMEA, COCTOSIIUMA U3 HOMUHAJIBHBIX U CTOUMOCTHBIX
IPU3HAKOB. B cTarbe mccaeayercsa KaxKablii 00beKT, U BaKHOCTh 00bEKTa B BHIOOPKE OIEHUBACT-
¢Sl C TIOMOIIBIO KPUTEPHSL. DTOT KPUTEPHil CHOCOOCTBYET (DOPMUPOBAHUIO HCCIIEyEMOTO KJIACCa,
obbekTa. PazpaboranHblil ajaropurM paboTaer ¢ y4eroM 000MX TUIIOB IPU3HAKOB. FKcim cxomcTBo
HCCIIEyeMOro 00bEKTa ¢ KAKIM-JINOO0 KJIACCOM BBICOKOE, 3TOT O0BEKT IIEPEBOJUTCS B ITOT KJIACC.
DTOT IPOIECC BBIOJIHSIETCS MOCIEI0BATEIBHO HECKOJIBKO Pa3 s BceX 00beKTOB Kitacca. [Iporecc
OCTaHABJIMBAETCs, KOIJA IOJIO2KEHNE OOBEKTOB OCTACTCH HEM3MEHHBIM U CTEIEeHb CXOJCTBA IIpe-
BBIMIaeT TpeOyeMbIil mporenT. [[paBuIbHOCTD ONpeeeHus KIaccaMu 00bEeKTOB HAOOPHI JTAHHBIX
ObLJIa YKCIEPUMEHTAJILHO IIPOBEPEHA € MCIIOJIB30BAHNEM aJrOPUTMa U IIPOTPAMMHOIO KOMILIEKCA,

OCHOBaHHOI'O Ha HeﬁpOHHbIX CeTAX.
Kirouesnie cioBa: ﬂeKapCTBeHHbIe IIpernapaTrbl, paCllO3HaBaHUE 06pa30B, CHUMBOJIbBI, HpO6JIeMa

KJIACTEPU3AIINN, aJTOPUTM U IIPOrPaAMMHOE ODecIedeHue.

1 Introduction

Clustering different types of antihypertensive drugs involves classifying them based on
similarities in their mechanisms of action, chemical structures, or therapeutic effects. This
task is critical for medical professionals to optimize treatment plans, improve patient
understanding, and facilitate research. The necessary technologies and their analysis in the
construction of algorithms and software for clustering drugs affecting blood pressure can be
found in [1-6]. Research works [12-19] serve as the main sources of data clustering methods,
algorithms and software used in medicine.

Medicines are divided into groups based on how they affect blood pressure.

Angiotensin-converting enzyme inhibitors (Inhibitory angiotensin converting
enzyme (IACE)). Angiotensin-converting enzyme inhibitors (IACE) are a class of drugs used
primarily to treat high blood pressure (hypertension), treat heart failure, prevent stroke, and
protect the kidneys in people with diabetes [7].

Angiotensin-II receptor blockers (BRA). Angiotensin-II receptor blockers (ARB)
are a class of drugs used to treat high blood pressure (hypertension), heart failure, diabetic
nephropathy, and certain other conditions. They work by blocking the effects of angiotensin-
II, a hormone that causes blood vessels to constrict and increase blood pressure. By blocking
these receptors, ARB help relax blood vessels, thereby lowering blood pressure and reducing
the workload on the heart.

Beta-blockers (BB). (B-adrenoblocker, BB). Beta-blockers (BB) are a class of
drugs used primarily to treat arrhythmias, prevent recurrent myocardial infarction, treat
hypertension, heart failure, certain types of tremors, migraines, and glaucoma. These drugs
can be used to treat high blood pressure, certain types of heart arrhythmias, and migraines.
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Calcium channel blockers (CCB). Calcium channel blockers (CCBs) are a class of
drugs used to treat a variety of cardiovascular conditions, including hypertension (high blood
pressure), angina (chest pain due to reduced blood flow to the heart muscle), and some forms
of arrhythmia [9].

Diuretics: Diuretics are drugs that help to remove more fluids from the body. They work
by affecting the work of the kidneys, resulting in increased urine production and excretion.
Diuretics are used to treat various diseases, including heart failure, high blood pressure,
swelling (edema), and others. Diuretics help control the amount of fluid in the body and can
reduce swelling and pressure in the blood vessels [8-9].

Peripheral vasodilators. Peripheral vasodilators are a group of drugs that widen
peripheral blood vessels, reduce the resistance of the vessel walls, and thereby lower blood
pressure.

Peripheral vasodilators are used in combination with other medications to better control
blood pressure and overall cardiovascular health. They can cause side effects such as dizziness,
swelling, facial flushing, headache, and reflex tachycardia, so their use should be under strict
medical supervision.

Selective sinus node If-channel inhibitors. Selective sinus node If-channel inhibitors
are a group of drugs often used to control sinus rhythm. If channels, also called "phase
inhibitors play an important role in the control of electrical impulses in cardiac myocytes.
These channels are more common in myocytes in the sinus node, and by inhibiting them,
sinus rhythm can be slowed, which reduces cardiac output and may be useful in controlling
arrhythmias.

If-channel inhibitors can be used to ease the heart’s workload in certain heart conditions,
including high blood pressure, heart failure, and atrial fibrillation. One of the famous
representatives of these drugs is ivabradine. Ivabradine targets only the If channels, which
makes it safe and effective for heart rhythm control because it does not affect other cardiac
channels and therefore has few side effects.

If-channel inhibitors work primarily by slowing sinus rhythm and reducing the pressure
the heart exerts on the circulatory system. One of the advantages of these drugs is their ability
to lower the heart rate, which is especially useful for patients with respiratory problems.

Medicines that improve myocardial metabolism. Medicines used to improve the
metabolism of the myocardium are often used to improve the blood circulation of the
heart and increase the performance of the heart muscle. Such drugs are mainly prescribed
for cardiovascular diseases, such as ischemic heart disease, angina pectoris and myocardial
infarction.

Antiplatelet agents. Antiplatelet agents are a group of drugs used to prevent or reduce
the clumping of blood platelets. They are mainly used in the prevention and treatment
of thrombosis, myocardial infarction, stroke and other vascular diseases. Antiplatelet drugs
inhibit the activity of blood platelets and prevent excessive blood clotting and the formation
of blood clots [10-11].

2 Clustering of given objects using symbols of different types

Let’s assume that in the space of N-dimensional nominal and value symbols, given drugs of
various types x; € X, i = 1, M, i.e., objects. So, z; = (x}, 22, ..., zV), i = 1, M, drug is

79 79 7
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given in the space of N-dimensional nominal and value characters. And all of them are X
collection objects. We call it the common sample objects, and the set to which they belong
is denoted by X.

Task. It is required to form educational selections on the basis of the given
general selection. That is, it is required to form classes expressed in the following form
Tpty Tp2, - -5 Lpm, €Xp, p=1,r. Where z,,; is read as the i- object of class X, in the N-
dimensional nominal and valued symbol space, and it is written in the following form in

the N-dimensional nominal and valued symbol space z,= (z;, 22 a) , i=1,m,, viewed

in the space of N-dimensional nominal and value symbols, X :pU;;Zl pr consisting of m,,
objects Ty, ..., xp, ) in class X, . In [7-14], this issue is referred to as the object clustering
issue.

Let’s introduce the following dimensions and designations

Let the quantity indicating the similarity of objects in the space of nominal symbols be

determined by p/(z,; x,) and calculated by (I]), i.e.
} 1, if (x;fn —al.)=0;
Ppi (Tpis Tpg) = (1)
0, otherwise

Let the quantity indicating the similarity of objects in the space of numerical symbols be
determined by p/(z,; x,) and calculated by (2)), i.e.

‘ 1, if ]a:fn —a) | <&
Pin‘ (Tpis Tpg) = (2)
0, otherwise

where p = 1,r; i # q¢ = 1,m,;j = 1,N; The expressed quantities and are
the parameters of the vector, which is expressed in the following form pp; (p 2p,) =
(plln (ZpiTpq) » Pos (TpiTpg) s - - 5 Pov (TpiTpg)). So, if the considered j-symbol is nominal, the
j-symbol of the vector pp; (x; x,,) is calculated using , otherwise, that is, if the symbol is
numerical, then this symbol of the vector is calculated by . In this case, the &’- threshold
values corresponding to the j-character are performed by the following formula for each
character of the class objects:

M-1
gl = ‘x]- —
M—1 pi TP

i=1

where j =1, Njp=1,rpn=1, M — 1;.
We present the following steps for solving the above-mentioned clustering problem:

1. Drug data is preprocessed into z; = (z}, 22, ..., V) € X, i = 1,M In this

79 7 4
case, missing data are filled in, anomalous data are replaced by the mean value, and
quantitative signs are normalized. Standardization is carried out for all quantitative

signs based on the following formula:

J ; J

; x] — min; 7 , _

x] = — ——.i=1,M; j=1,N;
max; ] — min;
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. Based on the equations and (2) given above, all p = 1,r; i # ¢

. Then, drugs x; € X, ¢ = 1, M, objects are arbitrarily divided into r classes. That

is,arbitrary are divided into @p1, Tp2, ..., Tpm, €Xp, p=1,r classes;

1,my;j = 1,N for all parameters of the vectorp,; (xp Tpe). That is pp; (TpiTpy) =

(p;n. (@i Tpg) ,p?m- (TpiTpq) 5 - - - ,pé\lf- (@i xpq) vector symbols are calculated forp = 1,r; 7 #

q=1,mpj=1N;

. The position of the i- object in the optional p-class in the remaining set of m,—1 objects

of this class is evaluated as follows:

mp—1 N

Z ij (xpi,qu) ) pzl_,r ;izlamp;i%q

g=1 j=1

1

:mp—l

Lpi (xpi,Xp)

. The general grade of the arbitrary p-class is calculated based on the criterion

I, (X,) = ming”l [y (2. X,), p=1,r. The degree of similarity of their objects is
evaluated as follows

X,) *100%
N

r _
VP (Xp> == p( ) pzlar‘

. Also, the 7 -object in an arbitrary p—class is evaluated by other X,, ¢=1,r — 1 class

objects: Ty (21, Xq) =5 o4y ;\/:1 0 (Tpi ) , p=1,r ;i=1,m,;i#q. And the i-object
in the p-class is transferred to the class which is highly valued by the objects of the
class. If the highest marks are tied, they are kept in their own class. If the upper values
are equal in two classes other than in the p-class, then this object is moved to the
smaller q index.

. Usually, the degree of similarity of objects in the formed classes is required to be

vy (Xp) >0>55%.

. These calculations are performed for all objects x,; p=1,r ;i=1,m,; and the resulting

NEW Tp1, Tpa, - - -, Lpm, €Xp, p=1,r classes gives a true clustered training sample.

Based on these clustering steps, 1116 different types of blood pressure drugs were clustered

using the algorithm and software. One nominal character and nine quantitative characters
were studied. They are given in the table below:
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Table 1
Information about drugs that affect blood pressure (antihypertensive)
™~ Technological
Ne o0 < . 1
= o — = = indicators
- 2 ¥ = 2 = g of prepared
) s - Q o ) oL
< w o 8 = = < compositions
3 - ERR - 5| & g
) — = -+ o=
- 252 |S S |8 |2 |Eglpilax |2
5 ERIE S 12 |2 |E¥s¥ 2y %
= 2| @ g o = < & .~ 3 .= 3,
< S BE|= 5 |2 |2 |EP|gEl2T |2
= o = 15 |7 |&2|@EEE | ¢
M 2 S| = )
1 x 0,10 | 96 | yellow 10 64 3,50 | 4,51 | 20,72 90 7,41
Tg 0,10 | 85 | white 20 78 | 4,20 | 7,85 | 14,36| 75 8,56
3 T3 0,50 | 88 pale 25 20 |4 3,87 | 25,48] 95 5,69
yellow
4 T4 0,03 | 89 | white 50 72 0,20 | 16,87| 15,64| 75 7,96
5 x5 0,20 | 91 white 15 60 3,20 | 19,20] 25,63| 85 5,98
6 Tg 0,50 | 93 | white 25 57 13,90 | 4,89 | 48,65 89 6,85
7 7 0,20 | 85 | white 10 105 | 4,24 | 3,56 | 13,56| 74 6,47
8 xg 16 95 | yellow 50 29 | 4,80 | 7,86 | 14,65 96 4,12
1111 | 2111 04 |75 pink 30 96 3,5 | 6,52 | 12,69 85 7,89
1112 | 21112 0,2 |78 gray 20 97 | 3,6 | 10,42 12,25 80 8,54
1113 | z1113 0,5 | 76 | white 25 86 | 4,01 | 7,41 | 13,25| 78 9,65
1114 | 71100 0,25 | 74 | gray 14 |93 |45 |341 10,26/ 60 12,48
1115 | x1115 0,5 | 72 | white 28 94 | 3,6 |4,85|1248| 85 9,85
1116 | x1116 0,25 | 76 | white 30 85 3,9 | 4,63 | 7,96 | 86 8,69

The following table provides information about the digitization of the nominal values of
drugs, that is, their colors:

Table 2

brown

blue

gray

red

black

white

fire color

pale red

pale pink

O| O | O T b= W[ DO —

pale yellow

—_
S

pink

—_
—_

yellow

—_
[\]
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3 Algorithm for clustering given objects in different types of character space

The algorithm for finding a solution to the problem described in the article is presented
below. The algorithm consists of six clauses, and it is appropriate to apply the problem of
symbol determination only to objects of a class taken separately.

First step. Drug data is preprocessed into z; = (z}, 22, ..., 2¥) € X, i =1,M. In
this case, missing data are filled in, anomalous data are replaced by the mean value, and
quantitative indicators are normalized.

Second step. Subjects of educational selection are included in the database. The initial
database is formed on the intersection of all X, p=1,r class;

Third step. The magnitude ([1)) indicating the similarity of objects in the space of nominal
symbols and the magnitude indicating the similarity of objects in the space of numerical
symbols, which are used to determine the contribution of objects of class X, to the formation
of their class, are calculated based on the formula;

Fourth step. The position of the i- object of the arbitrary p-class in the selection marks
in the set of m,—1 objects of the same class is calculated based on the formula in step 3 of
solving the above-mentioned clustering problem:;

Fifth step. The evaluation of the i- object in the optional p-class by other
X4, g=1,7 — 1 class objects in the selection marks is calculated based on the formula in
the step 4 of solving the above-mentioned clustering problem:;

Sixth step. In selection symbols, the i- object of the arbitrary p-class is transferred to
the class which is highly evaluated by the objects of the class. If the highest marks are tied,
they are kept in their own class. If the upper values are equal in two classes other than the
p-class, then this object is shifted to the smaller ¢ index.

Based on the proposed theoretical research, algorithm, we will solve the problem described
above. Cross-clustering of blood pressure (antihypertensive) drugs is reflected in the following
table.
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Table 3
Information about drugs that affect blood pressure (antihypertensive)
Technological

Ng bo . .

= o o 5 = indicators

3 gs éo X 2 Z iz of prepared

D) s =) Q S % o .

= w 2| .2 _g £ o compositions

= ° Y 2. g o ® gl = - o | g o

: FE £ |0 5 |8S|E |25 2wl S |5

3 S 2| = = = S EIg X E D | S A

& g -g o S 3 e —g | 8 sl 9 2 e =

2 SRCER= 3 2 gz g | %ﬁi =0 % o

= A P M A =2 Aglss | g

N S| = a

1 1 0,10 | 96 12 10 64 3,50 | 4,51 | 20,72| 90 741 |1
2 To 0,10 | 85 6 20 78 4,20 | 7,85 | 14,36| 75 8,56 |1
3 T3 0,50 | 88 10 25 20 4 3,87 | 25,48| 95 5,69 | 7
4 Ty 0,03 | 89 6 50 72 0,20 | 16,87 15,64| 75 7,96 | 10
5 T 0,20 | 91 6 15 60 3,20 | 19,20| 25,63| 85 5,98 | 10
6 T 0,50 | 93 6 25 57 3,90 | 4,89 | 48,65 89 6,85 | 10
7 T 0,20 | 85 6 10 105 | 4,24 | 3,56 | 13,56 74 6,47 | 1
8 s 16 95 12 50 29 4,80 | 7,86 | 14,65| 96 4,12 | 10
1111 | 21111 0,4 | 75 11 30 96 3,5 |6,52 | 12,69| 85 7,89 | 10
1112 | z1112 0,2 |78 3 20 97 3,6 | 10,42 12,25| 80 8,54 | 10
1113 | 21113 0,5 | 76 6 25 86 4,01 | 7,41 | 13,25| 78 9,65 | 10
1114 | 21114 0,25 | 74 3 14 93 4,5 | 3,41 | 10,26/ 60 12,48| 10
1115 | 21115 0,5 | 72 6 28 94 3,6 | 4,85 | 12,48] 85 9,85 | 10
1116 | 21116 0,25 | 76 6 30 &5 3,9 | 4,63 | 7,96 | 86 8,69 | 10
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4 A neural network-based clustering algorithm using linear regression

On the result obtained by the clustering algorithm, an experimental test was conducted
on the belonging of the object to the class using a neural network. The neural network is
constructed as follows:

softmax preliminary

bias
class

i

7
Zf;: 1 e

Figure 1: An exemplary structure of a neural network

A neural network based on linear regression was built for this problem.
ﬁ
2=WZ+ b

where W is a weight matrix initially filled with a set of random numbers, b is a bias
vector initially filled with a set of random numbers. z is the training sample in the data
set.

Activation functions are presented as follows:

j=0(7?)

where ¢ is the prediction value from the neural network. The activation functions ReLLU
and Softmax were used in this network.
Back-propagation and gradient descent were used to reduce errors in calculations:

L==Y (y—logj)+ (1 —y)(logl — )

oL
W' = W — aat
“ow

Where W’- this is a weighting matrix that brings the prediction closer to the true value
at each step.

Based on the data and parameters, neural network training was carried out using the
gradient descent method. The algorithm of this neural network is as follows:

First step. Import the necessary libraries and define the main parameters of the neural
network.
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Second step. Selection of activation functions and error elimination functions (sparse
cross-entropy).

Third step. Downloading data from a file and preparing it for training and experiments.

Fourth step. Initialize neural network weights and offsets with random values.

Fifth step. Neural network training using stochastic gradient descent (SGT) and mini-
batch (mini-batch) on a specific epoch (NUM _EPOCHS).

Sixth step. Class prediction for test data using a trained network.

Seventh step. Calculation of accuracy of predictions based on test data.

Eighth step. Display and visualize the accuracy of predictions on the screen.

A block diagram of this algorithm is fully described in Figure 2:

i start }
L - 3
| Reading the educational mixing ready-made selections for == 5‘:'":":"‘-“'“‘"[1:2]
selection teaching np _sun | sparce cross oot ropy
1 o _baxchiz. ¥}
W oweight and b bias vectors “< i im ramge(m/S/Batch_sizc}
are randomly selected _L
_l The set x,v from the training — —T‘{‘I' —l=z=y 1+ —yKlEl—y 3
sample is taken from i*Batch size L s = s
| LI I ‘ to i*Batch size + Batch size
k- i ¥ Sl
oy o] E——
' 1 = = W1 + bl e —
Sy B =T e

%_ l || oo I| ]
Alpha-a aaaz _L lass_arr .append (E)

[ Epochs-1oae
Batch_sire=1a 2 = hl @ W2 + b2 | I

ep din Epochs
1
W oweight and b bias vectors i m e el S
that bring the prediction :,; prodiceix) - : The end
¥_ipr = mp.argmame (z)
closer to the true value I

Figure 2: Block diagram of a neural network algorithm

The experimental results of the constructed neural network predicted the class of the new
object with 81 - 87% accuracy.

5 A clustering model built on the KNIME platform

In addition, experiments were conducted in the KNIME environment, which is intended for
building neural networks in the form of a scratch-block. A neural network model in the
KNIME environment is shown in figure 3.

Excel Reader Number to String SMOTE Missing Value Normalizer Partitioning K Nearest Neighbor Scorer
> > >

By »>as5» >l » ? pit”,m” ¥ » B
0 o . oo, > >

Joe slel ) sle] ) Joe ol | Yol ) oRe sle] |

Figure 3: K-nearest neighbors model in KNIME
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The functions of each scratch block in this model are as follows:

7.

8.

. Number to String - convert numeric data to string data.

. Excel Reader - reading and downloading data from an Excel file.

SMOTE - reproduce data of many different types using the following methods:
"Synthetic Minority Over-sampling Technique".

. Missing Value - filling in or removing missing data.
. Normalizer - normalizing data using specific methods.

. Partitioning - splitting data into test and training samples.

K Nearest Neighbor - data classification or regression with KNN algorithm.

Scorer - print summary results of model accuracy metric evaluations.

Through this model, 90% of the training sample was allocated to training and 10% to
testing, and the level of clustering as a result of the model was estimated in the range of
88-94%.

The fourth table below presents a comparative analysis of the three studied algorithms.

Table 4
Class Recognition Recognition accuracy | Algorithm accuracy of
accuracy by | by model generated in | classification of given
neural network KNIME objects in different
types of character
space
1 82.62 94.23 95.52
2 81.4 93.48 90.18
3 84.8 88.03 97.36
4 86.23 90.26 88.07
5 82.02 94.11 95.19
6 83.79 91.48 90.27
7 81.83 93.49 94.13
8 85.61 88.43 93.47
9 87.32 94.13 94.06
10 82.55 90.88 96.47

According to the analysis, an experiment-test was conducted based on the classification
of the given objects in the space of various types of symbols. Therefore, it was noteworthy
that the sample was divided into clusters based on the proposed algorithm.

The first column of the Table 4 lists the names of 10 classes formed on the basis of
clustering. The second column shows the accuracy of recognition by the neural network
model, the third column shows the accuracy of recognition by the model created in KNIME,
and the fourth column shows the accuracy of the object classification algorithm in different
types of character space.
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6 Conclusion

In conclusion, the article proposes a new approach to solving the problem of clustering
through the character space of the objects of the sample class and an algorithm based on
neural networks to correctly find the classes of the objects of the training sample.

In classification, clustering, pattern recognition and intelligent data analysis, reducing the
set of symbols in pre-processing and solving the problems proposed based on them is a very
important research.

An algorithm and software complex developed to clusterize drugs affecting human blood
pressure has been researched. The results of the study covered more than 1,100 drugs. The
tests confirmed the effectiveness of the algorithm and the ability to help.

The proposed algorithm works in solving the problem of clustering, taking into account
nominal and value symbols. The selection consists of ten classes, and the information of each
class is organized from nominal and value symbols. As a result of using the algorithm, a
software package based on neural networks and providing the correct identification of classes
was developed.

The proposed algorithm and software complex achieved high results in the clustering
of drugs that affect human blood pressure, ensuring their accurate and effective grading.
Techniques based on neural nets provide an opportunity to work with both nominal and
value characters in mind, and this in turn increases the accuracy and efficiency of clustering.
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Asmopaap mypanv, MIATMEM:

Huwarnos Axpam Xacarosuyu — doxmop mexnuveckux Hayk, Myxammed aa-Xopeamu amovirdazot
Tawxenm axnapammolk, MELHOAO2UAAAD YHUBEPCUMEMIHIH, NPOZDAMMAABLE UHHCEHEPUA BAKYAL-
meminir, npopeccopu, (Tawrenm, Osbexcman, srexmpondur nowma: nishanov _akram@mail.ru);

Typcynos Aauwep Tysxyrnosuy — Tawrkernm Gapmaresmuraivik, UHCTMUMYMbLHLY, GU3UKe, Ma-
MEMAMUKA HCONE AKNAPAMIMVLE, METHON02UAIAD Kapedpacoimvr, aza okvimywbvice. (Tawkenm, O3-
bexeman, asexmpondu, nowma: tursunovr484za@gmail.com);

Onnambepearos Patizyanra Papxrod yeau — Myzammed aa-Xopesmu amvindazor Tawkenm axna-
DAMMBLE, METHONORUAAGD YHUBEPCUMEMINIY, HCYTETK Hcone Koadanbasvl npozpammanay xagedpac-
vinvir, doxkmopanmut (Tawrkenm, O3bexcman, ssexmpordvr nowma: fayzulla0804@gmail.com);

Pawudosa Hunrvdysa Iamypodosna — Myxammed ar-Xopeamu amundazs, Tawxenm axnapam-
MUK METHOAOZUANAD YHUBEPCUMEMIHIH, HCYTUEATK HCOHE KOADGHOMADL MPOPAMMANLY KaPEIPACHIHBIH
dokmoparmos (Tawrenwm, Ozbexcman, saexmpondok nowma: dilfuzarashidova23@gmail.com).

Hngopmauus 06 asmopax:

Huwaros Azxpam Xacanosuw (omeemcemsennovili asmop) — JoKmMoOp MeETHUNECKUT HAYK, NpPoO-
peccop darxyavmema npozpammnot unocenepuy Tawrenmcekozo yrusepcumema UuHGOPMAUUOHHLT
mexnonoeuti umernu Myzammada Aa-Xopasmut (Tawxenwm, Ysbexucman, saexmponnas nowma:
nishanov_ akram@mail.ru);

Typcynos Aauvwep Tyaxynosuw — C'mapwutds npenodasamentd Kapedpvl Guduru, Mamemamury u
ungopmayuornur mexrnoaoeuli Tawkenmerozo gapmauesmuueckozo uncmumyma (Tawkenm, Y3-
bexucman, anekmpornas nowma: tursunovr84za@gmail.com);

Onnambepearos Datizysna Dapxod yeau — doxkmopanm ragdedpv, CUCMeMHO20 U NPUKAGIHO20
nPo2PAMMUPosanus Taukenmero2o ynusepcumema uHPOPMAUUOHHHLT MeTHOA02UT umeny Myzam-
mada Aa-Xopasmuti (Tawwenm, Yszbexucman, ssexmpornan nowma: fayzulla0804@gmail.com);
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Pawwudosa JTuavgpysza Damypodosna — doxkmoparm rapedpv. cucmemmozo u npuriadHo20 npo-
epammuposarus Tawkenmeroeo YyHuUsEPCUMema UHPGOPMAUUOHHLLT MexHoro2ull umery Myrammada
An-Xopasmut (Tawrenm, Ysbexucman, ssexmponnas nowma: dilfuzarashidova23@gmail.com).
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