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MORPHOLOGICAL PARSING OF KAZAKH TEXTS WITH DEEP
LEARNING APPROACHES

Morphological analysis is a crucial task in Natural Language Processing (NLP) that greatly
contributes to enhancing the performance of large language models (LLMs). Although NLP
technologies have seen rapid advancements in recent years, the creation of efficient morphological
analysis algorithms for morphologically complex languages, such as Kazakh, continues to be a
significant challenge. This research focuses on designing a morphological analysis algorithm for
the Kazakh language, specifically optimized for integration with LLMs.

The study will address the following tasks: data corpus collection and processing, selection and
adaptation of suitable algorithms, and model training and evaluation. This paper delivers a
detailed exploration of using deep learning models for the morphological analysis of the Kazakh
language, specifically highlighting Recurrent Neural Networks (RNN) and Transformer models.
Because of Kazakh is an agglutinative language, where word formation is achieved by attaching
multiple suffixes and preffixes, the task of morphological analysis poses 25 unique challenges for
computational models.

The performance of Recurrent Neural Networks (RNNs) is evaluated, including those with LSTM
and GRU enhancements, in comparison with Transformer models, focusing on their capability to
analyze the complex morphology of Kazakh. The results outline the benefits and limitations of each
approach for processing agglutinative languages, indicating that RNNs are often more effective for
Kazakh morphological analysis, whereas Transformer models may require additional fine-tuning
to achieve optimal results with such languages.

Key words: Kazakh language, morphological analysis, RNN, Transformer.
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TepeH, okbITy Moebaepi Herisinge Kazak, TiJTiHIH MOP@OJIOTUAIBIK, TaJIaYy bl

Mopdonorusuibik Tannay — taburu Tl engeyieri (NLP) casmacbigarst ipresi ecern, yikeH Tij-
nik mozenbaepain (LLM) eniMiriria aprTeipyaa mermymi pes atkapajsl. Coursl kburgapbl NLP
TEXHOJIOIUsIJIapbl KAPKBIHJBI JIAMBII KeJjiesl, ajaiiia 6ait MopdoJiorusicbl 6ap Kasak Tijal YIIiH
MOPQOJIOTUSIIBIK, TAJIIAYIBIH THIMI aJITOPUTMJIEPIH 93ipJiey ©3eKTi ecen 60k Kajia Gepei. By
zeprreymid, Mmakcarsl LLMs-1i naiimananyra apaaiibl OeiftiMuesireH Ka3ak Til yimia Mopdosorusi-
JIBIK, TAJIJIAY AJITOPUTMIH 93ipJiey OOJIBIIT TAOBLIA b

3eprTey Keseci MiHAETTEPl KapacThIPabl: MIJIMETTED KOPILYChIH >KUHAY YKOHE OHJEY, COiKec
aJITOPUTM/IEP/I TaHIay KoHe OeitiMey, MoJebIep Il OKBITY KoHe Oarajay Kacay. by makasiaia
Ka3akK, TITHIH MOPQOIOrUsSIIBIK, TAJJIAY Bl VIIIIH TePEH OKBITY MOJIE/IbIIEPIH KOJIJIAHY, ATall Al TKAHIA,
pekypenTTi (KajitananaTsid) Hefipouapik, keaiep (RNN) xone TpancdopMaTopJIbIK, MOJEIbIED
TypaJbl erKeii-Terykeisi 3eprrey 2kacaiarad. Kazak Tijii arraioTHHATHBTI Tij OOJFAHIBIKTAH, CO3-
JKacamra OipHerre XKypHaAKTap MeH mpeduKCTep I KOCY apKbLIbI KOJT KeTKi3ie1i, MOP(OTOTHSIIBIK,
TaJIJAy MIHJIETI ecenTey MOJEJbJEP] YIIIH epeKIlle KUbIH/IbIK, TYFbI3a/IbI.
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Pexypenrri (Kaiitasanarsii) Hefiporabik kesiepin (RNNs), consiy iminge LSTM xone GRU
JKaKcapTyaapbl 0ap 2KeJijaepaiH oHIMILIIr TpanchopMaTOPbIK, MOJIEIbIEPMEH CATBICTBIPFAH/IA,
OarajiaHa bl, OJIAPIBIH KA3aK TLIHIH Kyp/eai MopdOJIOrusiChH Tajjay Kabijerine Oaca Hazap
aymapbliaibl. HorTmxkesep arryifoTHHATUBTI TIIAep/ 1l OHJIey/IiH opbip TOCUIHIH apTHIKIIBLIBIKTA-
pbl MeH mmekTeyepin cunarrtaiasl, Bysr RNN kebinece kazak MOPQOIOTUSIBIK, TaJIaybl YIIMiH
THIMIIpEK eKeHiH Kepceremi, Al TpancdopMep MOAEIbIEP MYHIANl TiIaepie OHTARJIbI HOTHZKE-
Jiepre KOJI YKeTKi3y YIIMH KOCBIMINA OarTayIapabl TaJIaml eTeTi.

Bizain HoTmkemepiMis arrIIOTHHATUABTI TIJJIIK TalCbIpMaJIiap YIiH 9poip MOJIeNIb/IiH KYIITI XKaKTa-
PbI MeH mekTeysiepin Kepcere i, 6ya RNN kazax TiiH MOPQOIOTUsIIBIK, TAIIAY YIIH KOJaRIBIPAK,
ekenin, ajg Transformer momenbepi ockiHmAN TiAAEP/Il OJAH OPi OHTAMIAHIBIPY APKBLIBI YTHIMIbI
OOJTyBIH KOPCETE/I.

Tyitia ce3aep: Kazak tiii, mopdomnorusuibik tamtay, RNN, Transformer.
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Mopdosoruvuecknii aHaan3 Ka3axCKOro sI3bIKa C UCIOJb30BAaHUEM Mofelieii TiIyGoKoro
oby4eHUst

Mopdostoruteckunit aHAJU3 TPEICTABISET COOOH TIEHTPAIBHYIO 33241y B 00acTu 00paboTKM ecTe-
crBerHoro sisbika (NLP), cymecrBeHHO Bimsist Ha yirydmieHue 3G(eKTHBHOCTH GOBIINX SI3bIKO-
Boix momeseit (LLM). Hecmorps na 3HaunTenbHbIil nporpece B Texnojorusx NLP 3a mociemnue
roJibl, pa3paboTka 3PHEKTUBHBIX AJITOPUTMOB [1J1sT MOP(OIOrITIECKOTO aHAIN3a MOPMOIOrTIecKn
CJTOXKHBIX SI3BIKOB, TAKMX KaK Ka3aXCKWil, OCTAETCS aKTyaJbHON M CIOXKHON 3amadeil. B mamHOM
HCCJIEJOBAHUU PACCMATPUBAETCH Pa3padOTKa aJropuTMa MOPQOJIOrHIECKOTr0 aHAJIN3A, CIEIUAb-
HO a/IalITUPOBAHHOIO JIJIsi KA3aXCKOI0 si3bIKa U MHTerpupoBanHoro ¢ LLM.

B pamkax ucciieioBanust OyJIyT peIleHbl CJIeAyIoue KJUeBble 3a1aan: coop u obpaboTKa KOp-
Iyca JMaHHBIX, BBIOOD W aJalTalnsl ajJrOPUTMOB, a TakKe oOydeHume um oreHka Mmojeseil. Crarbs
JIeTaJn3upyeT MpUMEHeHne Mojeseil TiybOKoro oOydeHus: /i MOPQOJIOTHIECKOrO aHAIN3a Ka-
3aXCKOI'0 sI3bIKa, OCOOEHHO COCPEJOTOYMB BHUMAHNE Ha PEKYpPPEeHTHBIX HeipoHHBIX cersx (RNN)
1 TpaHcHOPMATOPHBIX MOJEIsSIX. 1I0CKONIbKY Ka3aXCKUil SA3BIK SBJISAETCS ArTJIIOTUHATABHBIM, IJI€
MOP(QOIOrnIecKre U3MEHEHUsI JOCTUTAIOTCS IIyTEM J00aBJIEHUsI MHOXKECTBa Cy(D@OUKCOB U IIpe-
buKCcoB, 3a1a9a MOPMOJIOITIECKOrO aHAJII3a, IPEIbABIISET CHenMuIecKre TPeOOBAHNS K BHIIUC-
JINTETBHBIM MOIEJISIM.

Ornenka npousBopuresbuoctu RNN, Briovas yiyamenasie Bepcun ¢ LSTM u GRU, no cpasme-
HUIO C TPaHC(OPMATOPHBIMU MOJIEJISIMH II03BOJISIET BBIABUTH UX CIIOCOOHOCTHU K aHAJIN3Y CJIOXKHBIX
MOP(QOJIOrIIECKUX CTPYKTYP Ka3aXCKOrO si3blKa. Pe3ysbTaThl MOKA3bIBAIOT KaK MPEUMYIIECTBA,
TaK U OTPpAHUYEHUs KayKJOrO MOJIX0/a JiJisi 0OpabOTKU ArTIIOTUHATABHBIX sI3bIKOB, YKA3bIBas HA
to, uto RNN uacrto 60see acpdexTuBHbI 1151 MOPDOJIOTHIECKOTO aHAIN3a KA3aXCKOTO S3BIKA, B
TO BpeMs KaK TPaHcHOPMATOPHBIE MOEIN MOTYT TPEOOBATH JOIOIHUTEIHHON HACTPOUKHA JIJIs J10-
CTH2KEHUS OINTUMAJIbHBIX PE3YJIbTaTOB.

Kurouesbie cioBa: Kazaxckuii si3bik, Mmopdosornueckuit anagms, RNN, Transformer.

1 Introduction

Morphological analysis is a central task in language processing, where the input is a word,
and the output reveals various morphological components, providing its morphological
representation. It is often the first step in various types of text analysis in any language.
A morphological analyzer is used in speech synthesis, speech recognition, segmentation,
lemmatization, search engines, and machine translation. The Kazakh language, characterized
by its agglutinative nature, features a highly intricate and elaborate morphological structure.
Grammatical functions are conveyed through the attachment of numerous suffixes to a base



50 Morphological parsing of kazakh texts ...

root. Generally, a single word can incorporate a minimum of two or three affixes (suffixes and
endings).

The application of machine learning (ML) methods for the morphological analysis of the
Kazakh language involves the automated identification of word structures, including roots,
suffixes, prefixes, and grammatical features. As an agglutinative language, Kazakh presents
a highly intricate morphology where grammatical nuances are conveyed through extensive
affixation:

1. Morphological complexity of agglutinative languages.Unlike languages with analytical
or inflectional structures, Kazakh words can contain multiple affixes that convey various
grammatical elements such as person, number, tense, and mood. This complexity poses
challenges for traditional analysis methods and necessitates the use of more flexible ML
approaches.

2. Processing data with low resources. The scarcity of labeled data for Kazakh, which
complicates the application of standard machine learning methods. In such conditions,
transfer learni

3. Morphology modeling. Automated morphological analysis can utilize both supervised
and unsupervised models. Supervised models depend on pre-labeled data, while unsupervised
methods, such as clustering, can uncover morphological patterns from unlabeled data.

2 Related works

A range of approaches has been employed to create morphological analyzers for diverse
languages:

e Rule-based approaches implemented using finite-state transducers;

e Rule-based approaches implemented using dictionaries;

e Statistical methods;

e Machine learning and neural networks.

Research over the past decade, publicly accessible resources for the morphological parsing
of Kazakh language texts (including words and sentences) predominantly utilize rule-based
methods such as dictionaries, tables, and finite automata.

In [4], a morphological structure of Kazakh language texts (words, sentences) based on
dictionaries is presented. In [5,6], the same research group proposes universal methodologies
for stemming, segmentation, and morphological analysis of Turkic languages (including
Kazakh), based on the "Complete Suffix Enumeration" (CSE) model of Turkic morphologies.
The CSE model is based on four types of suffixes: plural, case, personal, and possessive.
A special relational data model-solution table-is created for morphological analysis, and
morphological tagging of the text is performed using this table.

In [7-10], ontological models of nouns and adjectives for Kazakh and Turkish languages
are explored. The research results in an ontological model of Kazakh morphological rules.
Based on this model, new word forms can be generated.

In [11], an automatic morphological analyzer is developed to identify parts of speech and
extract lemmas. Lemma extraction utilizes Porter’s algorithm, adapted to the grammatical
rules of the Kazakh language, while detailed word analysis is carried out using a word-form
dictionary. Different word forms are produced for each lemma and recorded in a database
alongside associated metadata, including morphological properties.



Mansurova M.E., Rakhimova D.R. 51

In [12], a method of morphological analysis and disambiguation for the Kazakh language
is proposed, considering both inflectional and derivational morphology. The method is data-
driven and does not require manually generated rules. Transition chains help discard false
segmentations while retaining correct ones, with ambiguity resolution using the standard
HMM approach.

In [13], foreign researchers present a comprehensive two-level morphological analysis of
modern Kazakh using the Nuve Framework. The root dictionary contains 24,000 roots, and
the suffix dictionary has 150 suffixes.

In recent years, machine and deep learning-based methods have become popular for
text processing. A key challenge with these methods is the lack or absence of structured,
clean datasets for model training. The quality of these technologies depends on the size and
content of the training dataset. Machine and deep learning are novel applications for Kazakh
morphological analysis.

3 Developing a morphological analysis model for kazakh based on deep learning
models

3.1 The construction of a model for the morphological analysis of texts Kazakh using
Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are advanced computational frameworks frequently
employed in natural language processing (NLP) applications. RNNs process one word at
a time, retaining memory of previously seen words, allowing different words to be processed
based on their position in a sentence. This property of RNNs makes them applicable to our
task of morphological analysis for the Kazakh language.

RNNs have loops that allow information to be passed between neurons when reading

input data.
:; S A S

A [AF-{A}-[A}—[A

& ® & & . ¢

Figure 1: Architecture of the RNN model.

The idea behind using RNN for morphological analysis is leveraging the data sequence.
However, RNNs are limited by their ability to look back only a short distance. Therefore,
Long Short-Term Memory (LSTM) units are used to achieve better results. Long Short-Term
Memory (LSTM) networks incorporate memory cells that retain contextual information from
the start of the input sequence. For instance, when predicting the 11th word in a sequence of
10 words, an RNN processes all 10 words, with LSTM units preserving the weights at each
step. LSTM cells, functioning alongside the hidden layer, maintain information that may not
be directly relevant to immediate predictions. These memory components enable RNNs to
generate more precise outcomes.
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O of*f O! O

Figure 2: Unfolded RNN.

Figure 2 illustrates the process by which a Recurrent Neural Network (RNN) is unfolded
into a fully connected network. This unfolding involves extending the network to encompass
the entire sequence, such as representing a sentence with six words as a six-layer neural
network.

The computations within an RNN are defined as follows:

a; — represents the input at time step ¢, which can be a vector corresponding to the second
word in a sentence.

b; — denotes the hidden state at time step tt, computed based on the previous hidden
state and the current input: b, = f(Ua; + Wb,_1), where, f is typically a non-linear function
like like tanh or ReLU, and b;_q, s initialized to zeros.

¢; — is the output at step ¢, such as a probability vector over the vocabulary: ¢, =
softmax(Vb;).

A detailed description of the problem setup is as follows: The training dataset comprises
a large collection of sequences of characters (words in sentences), denoted as:

Virain = {a',... a"}

Where, a = [aq, ..., x,].

For example

a = [mbraay, xkem, mesap, STOP]

¢ = [this, lake, clear, STOP]

The objective is to develop a model that estimates: P(a), Ya € VM where V — is the
vocabulary, VMaeN _ represents all possible sentences.

The probability is expressed as:

(a) = (a1,...,a,)
P(ai) = P(as, ..., a,|a
P(ay) = P(as|ay), ..., Play|a)

So, probabilities as a logistic regression can be written as:

exp(wy, - p(ap_1...a1))
P(a, = klay—1...a) = 1
(an @n-s-- ) Yk = 1toVexp(wy - p(an_1...0a1)) (1)

wy, — t represents the weights for word k, ¢(a,_1,. .., a1) — denotes features extracted from
preceding words (a,_1...aq).
The conditional probability P(ay,|a,—_1,...,a1) is computed as:
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P(ay|an—1,...,a1) = softmax(Wo(an_1,...,a1))
Where, W € RIPHICONEXES| ¢ontaing weights for each word and context, and b,_, € R?
represents the context memory.

The probability distribution for word a,, is given by:

P(an|an_1,...,a1) = softmax(Vb,_1), where VRI"F represents the context in the
probability distribution. To obtain b,,_;, the RNN is used:

by, = c(Wb,_1 + Ua,) with b, ; € R? retaining the context of a,_; and a,_;, and
U € RI"*® — containing word vectors for all words. To determine the probability distribution
for word a,, : O,_1 = P(ay|an_1,...,a1) = softmax(Vb,_1)

Training requires learning the word vectors U, as well as the parameters of the hidden layer
W and output layer V. Since standard backpropagation is ineffective due to parameter sharing
in the hidden layer, Backpropagation Through Time (BPTT) [14] is employed. BPTT involves
expanding the network graph over N time steps and aggregating the gradient contributions
to update the parameters.

3.2 Transformers model

Similar to Recurrent Neural Networks (RNNs), Transformers are engineered to handle
sequential data. However, unlike RNNs, Transformers do not require sequential data to be
processed in order. For example, if the input is a natural language sentence, the Transformer
does not need to process it from start to finish. Because of this feature, Transformers
allow for much greater parallelism than RNNs, and therefore reduce training time. Most
competing neural sequence transformation models utilize an encoder-decoder architecture.
In this framework, the encoder transforms an input sequence of symbols (a4, ...,a,) into a
sequence of continuous representations (z1, ..., z,). Using these continuous representations z,
the decoder generates an output sequence of symbols (yi, ..., ¥y), producing one symbol at
a time. The model operates in an autoregressive manner, incorporating previously generated
symbols as additional input to produce the subsequent symbol.

Figure 3 illustrates the use of the Transformer model for morphological analysis of a
Kazakh word, exemplified by the term "Kirabeims" (book + my + accusative case).

Model Description:

1. Input Word: The model is fed the word "Kiradbimasr which is a word with several
affixes.

2. Embedding Layer: This stage transforms the input word into numeric vectors
(embeddings), which reflect the semantic meaning of the word and its morphemes.

3. Self-Attention: This mechanism allows the model to take into account the dependencies
between different parts of the word, for example, the relationship between the root ("kiran")
and the affixes (bim gpi"). This is a key component that helps the transformer capture
long-term relationships.

4. Feed Forward: This stage further processes the data to clarify the relationship between
morphemes and their grammatical function.

5. Output Layer: The model produces a segmented representation of the word, such as
"Kitamn+bsmm+161," where the root and affixes are distinctly identified.
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Self-Attention
Output Layer
BxoaHoe /1080 Embedding Layer Decoder (Optional) (CermMeHTVpOBaHHOE C/IOBO
('KiTabbiMabl') (BekTopu3auus) ANs reHepaunu TekcTa| J 'Kitan+siM+abl')
Add & Norm

Y

Feed Forward

i

Figure 3: An example of morphological analysis of the Kazakh language with the identification
of key blocks and connections between them in the Transformer model.

4 Experimental work

RNN and Transformer architectures were applied to build the morphological analysis model
for Kazakh texts.
Table 1. Training dataset size

Dataset Count
Training corpus (Kazakh texts with parallel | 20,000 sentences
morphological tagging)

Testing

- test 1 13 000 sentences
- test 2 7 000 sentences
Dictionary

- or untagged corpus 15 000 words

- for tagged corpus 12 000 words
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Table 2. Example of results of the morphological analyzer

Models Kazakh text Morphological analysis | Reference morphological analysis
(trained models)
Trained CoHbIKTaH "coHpIKTAaH < cnjadv >+ “coHyipIkTaH  <cnjadv>+4  1a
RNN model | ga, 6i3 wmy- | ma<postadv>$ “,<cm>$ | <postadv> $§ “,<em> $§ "6i3
HBI  opJaiibiM | “6i3<prn> <pers> | <prn> <pers> <pl> <pl>
cakTaii  oTbl- | <pl> <pl> <nom>$ | <nom>$ “Oya<prn> <dem>
pBIII, yueMmi | “6oyia<prn><dem> <acc>$ “opaaiibim<adv>$
ecTe yera- | <acc>$ “opuaitbim<adj>$ | “cakra<v> <tv> <prc_impf>$
yra THicmi3. | “cakTa<v><tv> "OTBIp<vaux > <gna_ perf>$
[Therefore, we | <prc_impf>$ “orsip<vaux> | ",<cm>$ “yaemi<adv>$
must  always | <gna_perf>$ °  <cm>$ | “ec<n> <loc>$ “yera<v> <tv>

keep this in | “yuemi<adv>$ ecre ycrayra | <ger> <dat>$ “rumic<adj>-+
mind, always | "“tmic<adj>+ e<cop><aor> | e<cop> <aor> <pl> <pl>$

keeping it in | <pl> <pl>$ ".<sent>$ . <sent>$
mind.|

Transformer | Bysrap — Ka- | "6ya<prn> <dem><pl> | “Oya<prn> <dem> <pl>
3aKCTAHHBIH, <nom>$ — "Kasakcran<np> | <nom> $ “-<guio> $ “Kaza-
GoJ1aIIarbIHa <top> <gen>$ “6osia- | KcTaH<nNp> <top> <gen>$ “Go-
KiaTTep mak<n> <px3sp> <dat>$ | mamak<n> <px3sp> <dat>$
KiarTep ~.<sent>$ “kinr<n>  <pl> = <nom>+
e<cop> <aor> <p3> <pl>$

. <sent>$

To evaluate the quality of the trained morphological analysis model, the following metrics
were used: BLEU, WER, TER. (show table 3)

BLEU (Bilingual Doubler Assessment) is an algorithm used to assess the quality of
machine-translated text from one natural language to another. In this context, the output is
evaluated based on the marked-up case.

WER (Word error rate) measures the normalized distance between a candidate
translation and multiple reference translations. It represents the edit distance, or the number
of insertions, deletions, and substitutions required to transform the candidate translation ()
into the reference translation (7).

TER (Translation error rate) takes into account the number of corrections required
to change the result so that it semantically corresponds to the correct (reference) translation.

Table 3. Indicators of learning models for morphological analysis of texts (words,
sentences) in the Kazakh language

Trained morphological | BLEU WER TER
analysis models

RNN 46.93 39 39
Transformer 41.78 46 46
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From the obtained estimates in table 3 through experiments, we found that
while Transformer models leverage the self-attention mechanism to capture long-range
dependencies and handle larger contexts efficiently, they faced challenges with the intricacies
of Kazakh morphology, especially in recognizing subtle morphological patterns within shorter
contexts.

In contrast, RNN-based models, particularly those enhanced with LSTM or GRU
units, demonstrated slightly better performance in terms of accuracy. The sequential
nature of RNNs allowed them to more effectively capture the step-by-step morphological
transformations in Kazakh words, making them more adept at identifying the hierarchical
structure of morphemes. As a result, the RNN models outperformed Transformer models by
a few percentage points in key metrics such as segmentation accuracy and morpho-syntactic
parsing.

5 Conclusion

Morphological analysis of the Kazakh language is challenging due to its agglutinative nature
and rich morphological structure. This study explored the application of deep learning
models, particularly RNNs, for solving this task. Research showed that RNN models have
significant potential to improve the accuracy of morphological analysis by capturing long-term
dependencies in word sequences.

The use of RNN models has significantly improved the analysis results compared to
traditional rule-based methods. This is due to the fact that deep learning models are able
to automatically extract complex dependencies and language features from large amounts of
data, which is especially relevant for agglutinative languages such as Kazakh. In addition,
the paper discusses the importance of pre-training and adapting models to the specifics of
the Kazakh language. The experimental results show that while Transformer models have
potential due to their scalability and efficiency in tasks with large amounts of data, RNNs
may be more suitable for specific language tasks with low resources, such as morphological
analysis of the Kazakh language. Future work can focus on hybrid approaches that combine
the strengths of both architectures or on exploring further tuning of Transformer-based
models to better fit agglutinative language structures. The experimental results showed that
transfer learning and additional training of models on data specific to the Kazakh language
can significantly improve their efficiency and accuracy. Thus, the implementation of deep
learning in the task of morphological analysis of the Kazakh language opens up new prospects
for creating more advanced and accurate natural language processing systems. In the future,
research can be expanded by integrating RNN models with other deep learning architectures
to further improve the quality of morphological analysis.
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