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IMPROVED DEEP LEARNING MODEL FOR CATTLE IDENTIFICATION
USING MUZZLE IMAGES

Using traditional methods such as ear tags, branding, and tattoos for cattle identification requires
continuous human involvement and demands significant time and effort. Although radio-frequency
identification (RFID) methods are widely used today, they also have certain disadvantages. The
RFID devices used must be constantly installed, which can cause discomfort to the animals,
and during their movements, the devices may become damaged or lost, leading to further issues.
By using biometric features for cattle identification, these disadvantages are eliminated. In this
method, animals are identified using their unique biometric features, such as iris patterns, skin
textures, muzzle prints, and facial features. This article focuses specifically on identifying cattle
based on their muzzle images. In this study, a total of 4923 images of 268 cattle were used. The
architectures of eight different models were improved and selected for the training process, and the
training was conducted. According to the results, the DenseNet-121, WideResNet-50, and Inception
V3 models achieved the highest accuracy rates, with 99.2%, 99.1%, and 99.1%, respectively. These
results demonstrate the effectiveness of the proposed architecture.

Key words: Cattle muzzle images, pattern recognition, feature extraction, biometric features,
cattle identification, deep learning models, model architecture.
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TyMchIFbI KecKiHepi maijjajiany apKbLIbl ipi Kapa MaJIIbl COMKEeCTEeHAipy YIIiH TepeH,
OKBITYIbIH >KeTijaipijareH momeJri

Ipi Kapa MaIbl COMKECTEH TIPY/IiH, JOCTYPJI 9iCTEepiH, MBICAJIBI PETIHE, KYJ/IAK, ChIPFAJIaPbIH, TaH-
baJiayipl *KoHE TATyWPOBKAJIAPIbl KOJJIAHY YHEMI aJaMHBIH apajiaCyblH, COHJIAM-aK YaKbIT TEeH
KYIITIH afTap/blKTail MIBIFBIHBIH TaJan ereli. Kazipri yakpITra pajguoXKUiTiKTI COUKeCTEHIIpy
(RFID) omicrepiniy KeHiHeH KOJJIAHBLIYbIHA KapaMacTaH, OJap/blH jga Oeirial 6ip kemmiiiikrepi
6ap. byn ymin konmanbutatein RFID Kypblarbiiap yHEMi OpHATBLIBIT TYPYbI KaXKeT, OYJI Ka-
HyapJap/ibl Ma3aChI3IAH/IBIPYbl MYMKIiH, COHBIMEH KATap OJiap KO3FaJFaH Ke3Jle KYPBLIFbLIAD 3a-
KBIMJIAJIBIT HEMECE KOFAJIBIIT KeTyl MYMKiH, OyJI KOCBIMIIA Mocejesepre skesei. Ipi kapa maJ-
ITbI COMKECTEHIIpyAe OMOMETPUSIIBIK, CAIATTAMAJIAP/IBI KOJJIAHY OChl KeMIMUIKTEP/Il KOsiIbl. Byt
oJIicTe YKaHyapJap OJapiblH Oipereil OMOMETPHUSIIBIK, CHIIATTAMAJIAPDI, MBICAJIBI, KO3IIH PaJIyK-
Ka CypeTTepi, Tepi TeKCTypachl, MYPbIH i3/1epi KoHe OeT epeKIneikTepi OOUBIHIITE aHBIKTAIAbI.
Byn makasa ipi Kapa MaJjIbl MYpPBIH i37epi HeridiHJe colikecTeHipyre apHarad. By 3eprre-
yie xkaanbl canbl 4923 cyperrten TyparbiH 268 ipi Kapa maJiibiH OeiiHeci naiimasasbuiabl. Ceris
TYPJIi MOJIEJIBIIH, APXUTEKTYPAJIAPHI KAKCAPTHLIBII, OKBITY MIPOIEC] YIITH TAHIAJIBIN, OKbITBLIIH.
3eprrey mormxkesepi boitbrama DenseNet-121, WideResNet-50 »xome Inception V3 momenbepi ey,
JKOFapBI JRJIIKKe, colikecinme 99,2%, 99,1% »xone 99,1% »xerti. Bysr HoTHzKEIED YCBIHBLIFAH ap-
XUTEKTYPaHbIH THIMILINH KepceTe/i.
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Tyitin ce3zep: ipi Kapa MaJIJIbIH TYMCBIFBI KECKiHJIepi, VITiHI TaHy, epeKITeJiKTeP/Ii aay, OnoMeT-
PUsLIBIK, Oesirijiep, ipi Kapa MaJijibl COffKeCTeH 1Py, TePEH OKbITY MOJIE/IbJIepl, MOJIE/Ib apXUTEKTY-
pachbl.
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VYaydiieHHass MO/IeJIb TNIyOGOKOro o0ydeHus AJisi HAeHTUMUKAIINA KPYIITHOTO POraToro
CKOTA C KCIIOJb30BaHNEM M300pa>keHuil MOPAbI

Wcnonp3oBanne TPaJIUIMOHHBIX METOJIOB MJIEHTH(DUKAIINY KPYITHOI'O POTATOrO CKOTA, TAKUX KaK
VIIHBbIE OUPKH, KJIeIMEHUEe U TATYUPOBKU, TPEOYET MOCTOSTHHOTO YUYACTHUsI JeJIOBEKa, a8 TaKXKe 3Ha-
YUTENIFHBIX 3aTpaT BpeMeHnu u ycuiuit. HecMoTps Ha mupokoe mpuMeHeHne pauovacTOTHBIX Me-
ronos unentudukauu (RFID) B Hamu gHu, oHE Tak»Ke UMEIOT olpeeenabie negocrarku. RFID
YCTPOICTBA, UCIIOIb3yeMbIe JJIs STOTO, JOJYKHBI IIOCTOSHHO YCTAHABIUBATHCH, 9TO MOXKET BBI3bI-
BaTh OECIOKOMCTBO y >KMBOTHBIX, U BO BPEMs UX IEPEIBUKEHHUS YCTPOMCTBA MOTIYT OBITH ITOBpeE-
2KJIEHBI WJIA [TOTEPSTHBI, YTO MPUBOIUT K JajibHeluM rpobjemam. Vcmomb3oBanue buomerpude-
CKUX XaPAKTEPUCTUK JJIs UACHTA(DUKAIMN KPYIIHOTO POTATOrO CKOTA YCTPAHSIET ITU HEIOCTATKH.
B srom meTome KUBOTHBIX MACHTUMUIUPYIOT MO UX YHUKAIBHBIM OHOMETPUIECKUM XapPaKTEPH-
CTUKAM, TAKUM KaK PUCYHKU PAJIYy2KKN, TEKCTYPhI KOXKH, OTIIEYATKH HOCA U 4ePTHI Jjnna. Jlannas
CTaThs IIOCBAIIEHA WJIEHTHUMOUKAINN KPYIHOTO POTaToro CKOTa Ha OCHOBE OTIIEYATKOB Hoca. B
9TOM HUCCJETOBAHUU OBIJIO UCIOJIL30BAHO B 00l cioykHocTr 4923 nzobparkenus 268 roJioB KpyII-
HOT'O POraToro CKoTa. ApPXUTEKTYPhl BOCBMU PA3JIMYHBIX MOJEJIEH ObLIN YIIYUIIeHbl U BIOPAHHBIX
JUIs Tporiecca obydeHusi u oOydenme ObLIO mpoBeneHo. Ilo pesymbraram uccaemOBaHUS MOIETH
DenseNet-121, WideResNet-50 n Inception V3 mocturim Hampbicmiei ToaHOCTH, cocTaBui 99,2%,
99,1% u 99,1% cooTBETCTBEHHO. DTHU PE3yJILTATHI JIEMOHCTPUPYIOT 3(DMEKTUBHOCTD MTPEIJIOKEHHOM

APXUTEKTYPHI.
KuroueBbie citoBa: m306parkeHnsi MOP/I KPYIIHOI'O POraToro CKOTa, paclio3HaBaHue 00pa3oB, u3-

BJICYEHNE IPU3HAKOB, OMOMETPUYECKUE IPU3HAKY, UJICHTU(DUKAIUS KPYITHOI'O POraToro CKOTa, MO-
JieJid TUIyOOKOro ODydeHuUsl, apXUTEKTYPa MOJIEIH.

1 Introduction

Currently, artificial intelligence is one of the most important directions in modern technology
and is widely applied in various fields. Artificial intelligence is aimed at implementing
the capabilities of human intelligence through computers. Artificial Intelligence approaches
human reasoning through a productive structure that encompasses data processing,
calculation of algorithms, and machine learning among other things. Such a development
enables extensive data to be examined and well-informed decisions to be rendered based on
the information available. Another area of artificial intelligence that has attracted interest
is classification which is the process of grouping information into categories or sets. It is
an essential step in managing, analyzing and predicting of data. Classifying is applicable
in a broad spectrum of industries such as health, finance, marketing and even livestock
management. Extensive research has of late been done by scientists in these industries [1-4].
In the work of classification there is an objective of arranging the information according to
set attributes. It involves the application of many methods and algorithms including deep
learning models which are mostly machine-learning models. Object identification is also a
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part of this classification problem. In identification, each object is treated as a unique class.
This article is focused on applying such an identification method to recognize cattle.

Cattle identification is one of the key aspects of effectively managing and monitoring
the livestock industry. Cattle identification is the process of recognizing each individual
cattle in a livestock farm. Currently, several methods are used for identification. These
methods can be divided into contact-based and non-contact-based categories . Contact-
based methods include branding, freeze branding, ear tags, tattoos, and other techniques |]§ﬂ
These identification methods always require human involvement, as well as time and effort.
Additionally, these methods have their disadvantages. The procedures can be distressing
for the animals, ear tags may be detached, and tattoos can deteriorate or become illegible
over time. However, these methods are more cost-effective than others [7]. Another widely
used contact-based method is the radio frequency identification (RFID) system [8]. This
identification technique entails placing tag-based RFID with microchips on livestock ears.
The radio frequency identification RFID tags have a unique code that can be picked by
an appropriate reader enabling identification of livestock. Although this method seems to
be expensive during initial installation within farms, it will be the most frequently used
method within mechanized agriculture. Since all devices include chips that are believed to
be unremovable, it has its demerits including bringing pain to the livestock, and chances of
the chips being either lost or broken during movement [@ﬂ Other non-contact methods use
the animal’s biometrics thus reducing the pain an animal goes through. Biometric features
include iris images, skin patterns, muzzle images, and facial recognition [10].

Figure 1: Biometric features in the muzzle image of cattle: The beads are marked in
yellow, and the ridges are marked in red

Among the mentioned biometric features, identification using muzzle prints is a simple
method, and interest in research in this area has been increasing recently [11-15]. The muzzle
print of cattle contains unique features, much like human fingerprints [16]. There are two
types of distinctive biometric features of the cattle’s muzzle: beads and ridges (Figure 1).
The beads have an uneven structure and resemble islands, while the ridges resemble rivers
running between the islands. These beads and ridges serve as unique biometric identifiers
for recognizing cattle. Research has confirmed that muzzle prints are accurate and remain
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unchanged over time, making them a reliable biometric identifier. This identifier has been
studied since 1921 [17].

The aim of this study is to collect muzzle images of cattle, create a dataset, and apply
various deep learning methods to identify the cattle based on the dataset. The results will be
analyzed using metrics such as image processing speed, training speed, and accuracy levels.

2 Materials and Methods

2.1 Image Collection

In order to form a dataset of cattle muzzle images, images from previous studies [@ were
used. The dataset contains 4,923 images of 268 cattle . All images are high-resolution,
RGB color images, taken with a digital camera equipped with a 70-300 mm F4-5.6 focus
lens. The muzzle sections were cropped from the cattle images in the dataset (Figure 2).

Figure 2: Samples of images from the dataset consisting of cattle muzzle prints

It is important to note that the color and texture of cattle muzzle prints may appear very
similar, but when analyzing the beads and ridges, significant differences become noticeable.
The images in the dataset vary in size, and they need to be standardized before being fed into
the training model. Based on the analysis of previous research and experimental results, the
image size was set to 300 x 300. It was found that training at this size operates faster. While
reducing the image size to 250 x 250 accelerates training speed, it may lead to the loss of
finer features. However, the 300 x 300 resolution was retained for this study, as it facilitates
faster processing while preserving more detailed information crucial for cattle identification
based on muzzle print characteristics.

In this work, the applied image augmentation techniques such as shifting, rotating, color
manipulation and blurring images, which all helped to increase the number of sample images,
were used in order to obtain better model accuracy. Also, as a result of carrying out data
augmentation, the accuracy of the model is expected to be improved in the future due to
various repetitions of the existing images.
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2.2 Deep Learning Models

After conducting a comprehensive review of global research on the subject, eight deep-
learning models were chosen for image classification tasks. The selected models include
AlexNet, GoogleNet, DenseNet, WideResNet, MobileNet V2, MobileNet V3, ShuffleNet V2,
and Inception V3. Table 1 provides a detailed summary of these models along with their key
characteristics.

Table 1: Characteristics of deep learning models used in the study

No. | Model name Number of parameters (million) | Model size (MB)
1 Alexnet 62 233

2 GoogleNet 13 50

3 DenseNet-121 8 30

4 WideResNet-50-2 69 262

5 MobileNet V2 3.5 13

6 MobileNet V3 Large | 5.5 21

7 ShuffleNet V2 2.2 8.6

8 Inception V3 27 103.67

2.3 Training Process

With the assistance of transfer learning, the models have been implemented using the Pytorch
framework. This approach involved utilizing models pre-trained on the ImageNet dataset [19].
The model’s fully connected layer was modified to tailor it for the classification of the current
dataset. The convolutional network weights remained pre-trained, while the final layer was
fine-tuned specifically for cattle identification tasks. This strategy enhances training efficiency.
Proper selection of hyperparameters and configurations helps achieve high accuracy levels.
Based on the acquired results, the subsequent parameters and configurations were determined:
the training process is set to a maximum of 50 epochs, utilizing the Adam optimization
algorithm, and employing the Cross-Entropy loss function. The optimizer’s peak learning
rate is established at le-4, with a gradient clipping threshold of 0.1 implemented to mitigate
potential gradient explosion. Additionally, a regularization coefficient of 0 was applied to
minimize overfitting risks. Early stopping is incorporated, halting the training process after
7 epochs in the absence of any improvement in the accuracy metric.

Throughout the training phase, accuracy, loss, and additional metrics were evaluated
at each epoch. The progression of accuracy throughout training is illustrated in Figure 3.
The duration of each training epoch, as well as the overall training time, was meticulously
documented. Based on the outcomes obtained from the experiment, the hyperparameters’
optimal values were determined.
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Accuracy (%)
[}
(=}

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Training epochs
Alexnet GoogleNet DenseNet WideResNet
MobileNet_v2 =——=MobileNetV3 =——ShuffleNet InceptionV3

Figure 3: The Accuracy of deep learning models

The dataset comprises 268 distinct objects, each represented by 4 to 70 images. Objects
with fewer images introduce challenges in object recognition, primarily due to class imbalance.
To resolve this challenge two approaches were implemented, the Weighted Cross-Entropy
(WCE) loss function [20] and data augmentation techniques [21|. Augmentation techniques
aimed at increasing the dataset size and diversity. These strategies were applied across all
models and enabled the determination of optimal accuracy and computational efficiency.
Among these metrics, accuracy was prioritized as the most critical factor.

The WCE loss function assigns greater weights to cattle classes with a smaller number of
images. This weighting is calculated using the following approach:

C
WCEIOSS = - Z w;t; log(pz) (1)
=1

where p; € R?8 refers to the probabilities assigned to each of the 268 cattle classes in the
output of the LogSoftMax layer. C' represent the total number of cattle, while ¢; indicates
the actual probability for the cattle, which is calculated as follows:

1, if 7 = true
t; = . (2)
0, otherwise
w; — the individual weight assigned to the ¢-th cattle is calculated as follows:
Nmax
i = 3
u = (5= )

N; denotes number of images for the ¢-th cattle, NV,,axz denotes number of images devoted
to one cattle in the dataset (which in this dataset equals 70).
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70% of the dataset was used for training and the remaining 30% for testing. The
image channel pixel color intensities were rescaled to the interval [0,1|, which increases the
effectiveness of image recognition, as noted by [22].

The model training was conducted on a computing machine with the following
specifications: Intel i7-11800H 2.3GHz — 4.6GHz, 32 GB DDR4 RAM, RTX 3070 8 GB
GDDRS6.

During the training process, modifications were made to the architecture of the selected
models. Instead of using the original fully connected output layer, a new architecture was
developed. In the new architecture, the number of outputs in the last layer matches the
number of classes in the dataset, i.e., 268 outputs. A linear layer was added to the output
part of the initially trained model. This layer had an input size of inputs from the previous
model and an output size of 512 for the next layer. The number of neurons in this linear
layer was determined to be optimal for our case based on the results of the experiments, with
512 neurons selected. Between this linear layer and the final output layer, a ReLU activation
function and a dropout layer were added to prevent overfitting. The final layer is a linear layer,
and the architecture concludes with the LogSoftMax function. The proposed architecture is
illustrated in Figure 4c.
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Figure 4: General architecture of the training model: (a) input data, (b) convolutional
layers of each model, (c) improved fully connected linear layer

3 Results

Eight optimized models were trained using the previously described settings,
hyperparameters, and architecture. A maximum of 50 training epochs was set, but
early stopping was applied if accuracy did not change over a period of time. Consequently,
high accuracy was achieved between epochs 13 and 29. There was an average of 33 to 67
minutes spent on each model training process. Table 2 presents the training results for the
models. Model accuracy ranged from 91% to 99% according to the results. DenseNet-121 is
the model with the highest accuracy, while GoogleNet has the lowest accuracy.

This study achieved high performance with enhanced models. The DenseNet-121 model
achieved 99.2% accuracy, while the WideResNet-50 and Inception V3 models achieved 99.1%
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accuracy. This result can be compared with other studies focused on identifying cattle based
on the muzzle image [6,[15[23,24]. The improved model comparison Muzzle image cattle
identification was performed in [@ﬂ and our enhanced model demonstrated better performance.
Comparison results are shown in Table 2.

Table 2: Training results of the models and comparison with other studies

Training Time | Comparison with
No. | Model name Epochs | Accuracy (%) (minutes) other studies [6]
1 Alexnet 19 98.8 34 96.5
2 GoogleNet 20 97.9 39 59.4
3 DenseNet-121 20 99.2 67 93.0
4 WideResNet-50 15 99.1 38 89.6
) MobileNet V2 16 98.6 34 -
6 MobileNet V3 Large | 18 98.5 33 95.9
7 ShuffleNet V2 29 91.2 51 1.2
8 Inception V3 19 99.1 41 81.7

4 Conclusion

The study established the usefulness of the pre-trained models regarding cattle identification.
Using a large dataset with pre-trained models not only improves model performance in terms
of accuracy but also cuts down training time massively. The process of identification was done
from muzzle images and eight previously known models were chosen as the subject of testing.
The Modifying changes done to the final output layer of the models resulted in the proposal
of an alternative structure. The new structure outperformed previous training standards for
models with DenseNet-121, WideResNet-50 and Inception V3 reporting accuracy rates of
about 99.2%, 99.1% and 99.1% respectively. These results support the effectiveness of the
new architecture. Even when there are differences in the types of cattle, the conditions of
data collection and the architectures of the different models, all the experiments reached an
accuracy rate of about 90% confirming the effectiveness of the proposed method.
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