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Conducting computational experiments for a module of integration of several
computational clusters into single computational complex building unified
communication environment

Given paper describes the new instrument of multicluster organization of distributed computations
and gives its detailed description using key components and implementation issues as autonomous
program module. The purpose of given module and attached broker is to provide framework
and execution environment of parallel applications in multicluster computational environments
for conducting computational experiments with applied problems of the numerical modeling
of the filtration theory merging into unified computational complex several computational
clusters. Therefore, built unified communication environment becomes multicluster distributed
computational system for solving large scale computational problems. Library part of the module,
used in program code of applied problems, is MPJ-Express framework add-on and developed using
Java programming language. Using Java in developed add-on allows integration into wide range
of computer platforms starting form standard desktop Windows systems and finishing with large
Linux clusters, which ensures general rule of the ubiquitous computing. The work presented in
given article is a part of grant funding project from Kazakhstan government.
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Aitnapos K.A., Axmen-3axn J1.2K.
BipikkeH aknmapaTTbIK KOMMYHUKAIUAJIBIK, OPTaHbI KYPY apKbLIbl OipHelle ecenrey
KJlacTepJiepiH OipJiecKeH ecenTey KellleHiHe MHTErpalusijiay YIIiH ecenrtey TaXKipubesepin
icke-acbIpy

Bepiiren mMomyabiH KoHe OFaH KOCBHLJIATHIH OPOKEPJIiH, MAKCATHI OOJIBII MAapaJLIe bl KO TaHba-
JrapabiH, HPEHMBOPKIH 2K9HE OPBIHIAJLY OPTACHIH YCHIHY OOJIbIN TabbLIa bl. Bysr GipHerne ecenrey
KJIacTepJsiepin OipikKKeH ecenTey KeIlmeHiHly KOMeriMeH CaHIbIK MOJETIbACYIiH (DUALTPAIIS TEO-
PUSCHIHBIH, KOJIIAHOAIBI €CeIITepiMeH ecenTey ToXKipuOeaepin MyJIbTUKJIACTEPJI ecerTey opTaJia-
PBIHJIA iCKe achIpy apKbLIbl »KacajbliHaabl. OchbLiail KypbliraH OIpIKKEH KOMMYHUKAIUSIIBIK, OP-
Ta ipl ayKbIMJIBI €CEINTey MOCEJIEJIEPIH IIeNTyre apHaJral MyJIbTHKJIACTEPJI YIECTIPLITeH ecenTey
Kyitecin 6obm TabbLIaabl. Kommanbasbl ecenTep/in, OaraIapaaMaJIblK, KOIBIHIA KOIIAHBLIATHIH
MOJIYJIB/IIH KiTammxaHnaJsblk OeJiiri Java 6armapiramasay timiage Kypacreipsuibia, MPJ-Express ar-
ThI (PpPeMBOPKKa KOCBIMIIA 6OJbIT TabbL1aabl. By KockiMmIimaga Java mirardopMackiH KOTIaHy
apKbBLIBbI OHbI KOMITBIOTEPJIIK OpTaJIap/IblH, KeH ayKbIMbIHA €HII3yre MyMKIH/IK Oepeii CTaH apTThI
Windows xkyitesiepaen 6acrar, ipi aykeimasl Linux kiaacrepsiepmer asggTai. Ocbl apKbLIBL JKaIaii
ecerTey KaruJIaCbIHBIH HETI3r eperKeci KaHaraTTaHIbIPhLIAJIbI.

Tyitin ce3ep: yrecripiiren ecenreyrep, MyJIbTUKJIACTEPIIIK Kyiesep, KOMKIACTEPJIiK XKyiiesaep,
KJacTepJepin 6ipiryi, mapasutensai 6armapiaamasay, MPJ-Express koceimmacer, MPI, Java.
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Ainapos K.A., Axmen-3aku J1.2K.
IIpoBenenne BbIYMCIUTELHBIX IKCIIEPUMEHTOB JIjIsl MO/IYyJisl MHTErpalu B € IUHbIH
BBIYMCJIUTEbHBIN KOMIIJIEKC HECKOJIBKUX BbIYNCJIUTEILHBIX KJIACTEPOB IIyTEeM MOCTPOECHUS
€INHON KOMMYHUKAIIMOHHOW cpeabl

Bajadeit pazpabOTAHHOTO MO/ U IOJKJIIOYaeMOro K Hell OpOKepa sIBJISIETCs IIPEIOCTABICHUE
dpeliMBOpKa U CpeJibl UCIIOJHEHUs apaJjljIeIbHbIX IPUJIOXKEHUNA B MYJIbTUKIACTEPHBIX BBIYUCIH-
TEeJBHBIX CPEeJax JJis MPOBEIEHUS BBIYUCIUTEBHBIX SKCIIEPUMEHTOB C MPUKJIATHBIMA 333 aMI
9UCJIEHHOTO MOJEIMPOBAHUS TeOPUU (PUIIBTPAINAN C IOMOIIBIO 00bEIUHEHNS B €INHBIN BBHIUUCIIU-
TeJILHBII KOMILIEKC HECKOJIBKUX BBIMACIUTEIHLHBIX KIacTepoB. IlocTpoerHast, TakiuM 06pa3oM, em-
Hasi KOMMYHUKAIMOHHAS CPEJIA MIPEJICTABISEeT COOON MYIbTUKIIACTEPHYIO PACIIPE/IETIEHHY IO BBIMHC-
JINTEJIbHYIO CUCTEMY JIJIsl PEIleHNs KPYITHOMACIITAOHBIX BBIYUC/IUTEIBHBIX 3a/1a4. Bubmorednast
9aCThb MOJLYJIsl, UCIIOJIb3YIOIIAsICS B IPOrPAMMHOM KOJe TIPUKJIAIHBIX 3a7a4, ObLIa pazpaboTaHa Ha
sA3bIKE MIPOTPAMMUPOBAHUS Java U SBJISeTCH HAJACTPOIKo# Has dpetimBoprkom MPJ-Express. Uc-
[I0JIb30BaHNE Java B HAJICTPONKE ITO3BOJIET HHTEIPUPOBATH €€ B IMUPOKHUIl HAOOP KOMITBIOTEPHBIX
mwiaTdopM, HAUMHAS CO CTAHJIAPTHBIX HACTOJBHBIX Windows cucreMm, W 3aKaHIMBas KPYITHBIMU
Linux kjacrepamu, 910 00€CIIeYnBaeT OCHOBHOE IIPABUJIO IIPUHITUIIA [TOBCEMECTHBIX BBIYUCJIEHUIA.
KitroueBsbie cjioBa: pacipe/ie/ieHHble BEIYUC/IEHNS, MYIbTUKJIACTEPHBIE CUCTEMbBI, MHOTOKJIACTED-
HBIE CUCTEMBbI, 00beINHEHNE KJIACTEPOB, ApaJIebHOEe TPOrpaMMUpOBaHue, HaacTpoiika uas MPJ-
Express, MPI, Java.

1. Introduction

Development of reliable and efficient distributed applications was scientific-engineering
problem for several decades, and recently achieved its new dimension with development of
multicluster distributed large scale systems. Applied examples of such systems can be parallel
scientific-computational application with use of the MPI for public computational cluster;
scientific work process for high-level distributed computational environments; application of
network monitoring, which allows scaling of thousands of nodes into multicluster distributed
large scale system; or peering network of file exchange run on thousands of unstable Internet
hosts. At development of given applications it is necessary not only develop appropriate
distributed algorithms, but also according strategies of resource allocation, which utilizes good
sides and avoids exploits of underlying computational platform. Unfortunately, implementation
of all of it spawns many issues. Therefore, estimation of application performance in complex
computational platforms very difficult and analytical models often based on unrealistic or
simplified assumptions. One way is to conduct direct experiments. However, executing actual
experiments on real platforms also spawns some complexities. At first, it is necessary to
have complete developed application, at the same time comparison of different models and
algorithms usually conducts at design and development stage. At second, experiments often
restricted by platform configurations, which constrains their general value and applicability.
At last, in majority of occasions experiments impossible to repeat (for example, because of
non-deterministic distribution of resources), which makes it very difficult to correctly compare
alternative approaches.

In the light of these complexities researchers and developers usually using computational
simulation. Although, in order to develop accurate and valid computation model, it is necessary
to conduct more complex and long-term computations, which makes them expensive by
time /resources. Given issue increases with deployment of large scale, long-term application
on supercomputer platform. Moreover, studies show that the program code written exclusively
for simulation significantly differs from real application code. In given circumstances there are
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two issues arising: both codes, sequential and parallel, can behave differently and efforts spent
on writing of code of computational model, will be ineffective. Given work provides module
of multicluster distributed system, consisting of following components: applied MPI program
add-on, written in Java programming language and using MPJ-Express library as the basis
of distributed resources broker, merging several computational clusters into united pool of
MPI processes. More importantly for applied program using add-on, calling MPI processes
located on the other computational cluster no different from usual MPI call. Therefore, MPI
program code written to execute in standard MPI environment requires minimal changes to
header information of MPI code and does not require change of structure of MPI code calls
at all.

2. Short description of the structure the module of multicluster distributed
computations

Architecture of multicluster environment in which MPJ-Express add-on deployed shown
in the Figure 1. A tasks distribution broker located outside a facility allocating computational
resources, however if there is appropriate rights, Broker can assign tasks on unified clusters.
Scheduled tasks for connected to broker clusters seems as usual tasks of these clusters. Local
task schedulers installed on clusters manage execution of separate tasks using their state
scheduling mechanisms, and completely independent for broker actions. However, efficient
management of task execution inside multicluster distributed network very complex because
of restrictions of cluster system organization and network infrastructure [1]. Key question
when simulating parallel programs using multiclustered distributed platforms is to distribute
resources, i.e. such fragments of provided resources (for example, processor clock rate, through
put in bytes/sec) will be allocated to each process of application using given resources
in parallel. One of implementation approaches of such resources distribution is to use low
level distribution models such as simulation of network packets [2| and execution of parallel
application code on virtualization layer [3| in a way resources distribution will take place
automatically (through packet transfer). Unfortunately, given approaches expensive in mainte
nance, which is very undesirable for simulation of applications on large scale, especially multi-
clustered, platforms with large time/resource expenses. Instead, developed module considers
multiserver platform as unified computational resource, consisting of set of independent
computational resources/nodes. At present user must specify number of resources to allocate
on each cluster by himself through special configuration file of applied user task execution.
Further the functionality to compute available resources fragment will be implemented, which
allows to automatically define amount of resources required for each process of the user
program.

Naturally, clusters participating represent heterogeneous environment, i.e. geographically
distributed and self-sufficient for administration. Network connection provided by Internet
usually unsafe and unpredictable in respect of performance. Successful completion of the
application sent for execution depends of completion of all program tasks assigned on different
clusters. Most unproductive computational cluster becomes bottleneck when executing user
task in multicluster environment. Execution of the application also has high risk of system
failure call inside one of deployed clusters.

3. Computational experiments
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Figure 1 — Architecture of multicluster add-on for MPJ-Express and the User tasks Broker connected to it

Numerical simulation theory of filtration taken as test task. Given task is the standard
Laplace equation in two-dimensional (2D) and three-dimensional (3D) case with different
boundary coefficients, approximated in finite-difference scheme, solved by red-black strings
alternation method in 2D case, and explicit Jacobi method in 3D case. Further part of this
paper describes applied task in two- and three- dimensional case, its solution, as well as
implementation in sequential and parallel algorithm, which then slightly modified in order to
execute in multicluster distributed computational environment.

4. The problem of Heat transfer in 2D domain

Given problem belongs to problems with local synchronization. Let us consider square
metallic plate that has fixed temperature on each of its sides except top side. Temperature of
internal surface will be dependable of temperature around it on outside borders. Distribution
of temperature can be found by dividing the domain into grid of points, u, 7). Temperature
of the inside point can be taken as an average of four neighbour points. In order to do
computations it is convenient to describe boundaries by points adjacent with internal points.
Internal points, u, j lie in interval 1 <7 < n, 1 < j < n (internal domain [n — 1]z[n — 1]).
Boundary points at « = 1,7 = m,j = 1,57 = n, and equal to values, corresponding to
temperature on the boundary. Temperature of each point can be calculated iteratively for
equation

Ui—1j + U1y + Uij—1 + U1
Ui = (1)
2y 4

where 1< 1< n, 1< 7< n for fixed number of iterations or while difference between iteration
values less than some very small specified number. This iterative equation appears in other
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similar problems, for example, with pressure and concentration. Actually, system of linear
algebraic equations solving. Given method known as finite difference equations method.
Appropriate equation has the following form:

ox?  0x2

and called two dimensional Laplace equation. Boundary conditions for given problem
defined as

—0 (2)

ul ,mg = ul ,op = u|y:0 =0,2

T, (3)

dy y=L

Appropriate graphical representation of the solution of the heat transfer in 2D domain
problem shown in Figure 2.

Obtained finite difference equation can be solved with different algorithm called red-
black string alternation. Given approach allows to get rid of mutual dependencies of parallel
threads. In given algorithm, grid of points divided to "red"and "black"points. Given scheme
assumes that on each iteration of method execution the grid divides by two sequential stages.
At first stage only strings with even indices processed, second stage processes strings with
odd indices. Given scheme can be generalized for parallel execution to strings and columns
(chess scheme of decomposition) of the computational domain.

5. The problem of heat transfer in 3D domain

The above problem can be expanded for three dimensions, and its solving method takes
the average of six neighbour points, two in each dimension. Appropriate Laplace equation
has the following form:

Pu 0Pu  O*u
0x? + 0x? + 922 0 (4)

Approximation in partial derivatives of given equation similar to two-dimensional version,
only two additional points added according to coordinate grid:

Uik T Wik gk T Wig—1k T Wis1 gk Wigk—1 T Wi k41
Ui, 5.k = 6 (5)

Let us produce from equation (5), the linear equation of the following form:

—6u;—1jk + Uit gk + Uij-1k + Uict gk + Wigh—1 + Uijrer =0 (6)

Computation domain D specified for approximating Laplace equation within this domain.
For this, it is necessary to specify boundary values along all six limiting domain planes,
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Figure 2 — Graphical representation of the solution of the heat transfer in 2D domain problem with

1000x1000 grid size

in Laplace equation case it is cube. Domain boundaries making impact on temperature
distribution within specified cube contour. Obviously, in the center of studied domain the
temperature equals to average value of temperature of all cube edges. Therefore, boundary

values for solved problem looks like
In the 1D case our model problem becomes:

Ul peg=u|,_;, =0,2
u’y:O = u|y:L = 072

giZ:O:O,Q
5‘ z=L = 0

Corresponding graphical representation of calculation result of the problem of heat transfer
in 3D domain shown in Figure 3. Figure shows three intersecting slices of the solution of
simulation domain in each of three directions of diffusion distribution. Parallel implementation
of 3D problem. Parallel algorithms for solving Laplace equation for isolated systems can be

divided into following groups:

of finite difference scheme [4];

2. Parallel convolution using Fourier transformations [5];

3. Method of local corrections [6].
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Explicit Jacobi method for parallel implementation of described above sequential algorithm
chosen. Like in sequential case with the Jacobi algorithm solution at each point depends on
six neighbour points. Consequently, parallel algorithm using explicit Jacobi method requires
numerous steps. Considering equation (5) most important steps include dividing the domain
and exchanging messages between neighbour boundary points. Domain D can be divided
to internal domains across any of axes. Schematic single dimensional domain of dividing
given problem shown in Figure 4. After dividing the domain and distributing it between
parallel processes, neighbour points, located on boundaries of two neighbour processes require
exchange of boundary values at each iteration. Hence, calculations require local usage of
parallel processes.

Figure 3 — Graphical representation of the solution of the heat transfer problem in 3D domain

6. Analysis of efficiency of parallel algorithms

Time spent on sequential algorithm execution can be calculated with the following formula:
Ty = t(2mn — n) (8)

where ¢ — number of performed iterations, m and n grid size of simulation domain.
Time spent on parallel algorithm execution on p processors without taking into account
data transfer, can be expressed as

_ t(2mn —n)
=) (9)

Then overall speedup equals to

Becrank KasHY. Cepust maTemaTnka, MexaHnka, nHdopmaruka Ned(84)2015



74 Aidarov K.A., Akhmed-Zaki D.Zh.

EH o = HPCC-CC2015 Aligapos.doc [Compatibilty Mode] - Word 7@ - 0 X
HOME  INSERT ~ DESIGN ~ PAGELAYOUT ~ REFERENCES ~ MAILNGS ~ REVEW ~ VIEW  ACROBAT Signin

Torosa s oeaisosoimoowmoBowoos o 4 po [

. PAJUIETIBHBIX IIPOIIECCOB.

=

\

NV O W W W N W ¥

A OV W O W W

1

AN W . W W W W
NN NV N O W WA N

_vi=m

ANV VO O W O L W

\\\

A\

PAGE11OF12  2320WORDS [I¥ RUSSIAN

Figure 4 — Schematic 1D decomposition across x axis distributed on p=4 processes to calculate of the

heat transfer in 3D domain problem

And appropriate efficiency:

E= i (11)
p1p
However given estimations correspond to ideal (linear) increase of speedup and efficiency
which in practice unachievable cause of initialization and data transfer cost. Given costs,
arise at exchange of boundary values of neighbour processes. Let us define time spent on
data transfer. In order to do this the Hockney model used [7].

Initial data transfer requires following time:

mn

+n
Te, = (p—1)(46; + pT) (12)

where 6, — latency, 6, — network throughput. Data transfer conducted in iteration process
affects following time:

m

+n
Te, = tp —1)(30; + L—r

) (13)
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where t — number of completed iterations. As a result overall data transfer time can
expressed by following formula:

mn m

Tc = (p— 1)(491 + P (915 )—i—t(p— 1)(3(9[ + P ;t—n) (14)

Given time depends on number of iterations. Generally, number of iterations less than
grid size of calculation domain, mn, which means that time spent on data transfer can be
estimated as:

Te = O(mn) (15)

Consequently, same estimation can be applied to execution time of the algorithm. If
number of iterations will be comparable to m then for execution time of the algorithm another
estimation will be valid:

Te = O(m*n) (16)

7. Results of computation experiments and their analysis

In given section will be given the estimation of numerical simulation results and parallel
system performance for single sequential and two parallel implementations of the heat transfer
problems algorithm. Numerical profiles of solutions depend on variable u and its gradient
shown in Figure 3. Numerical slices of contour looks realistic and correctly represents transition
of solutions values from high values to low ones. At more careful discretization obtained
solution refine formidably. Results of numerical simulation shows healthy scalability in either
for 2D domain case and for 3D domain case. This shows significant efficiency of the explicit
method for resources economy as well as parallel execution quality. However, scalability by
processes in both cases has its own limit, when efficiency stops its growth at large number of
processes, which means than further increase of computational power does not lead to growth
of speedup. Nevertheless, there is still space to grow computational resources on other types
of distributed memory and new architectures, such as GPU.

Figures 5—8 shows comparisons of speedups and efficiencies in 2D and 3D domain for
algorithms of the heat transfer in closed contour for sequential, parallel with use of MPJ-
Express library, and parallel with use of MPJ-Express add-on, cases. As a result it can be
seen that add-on insignificantly behind in efficiency from standard MPJ-Express library,
as well as both parallel implementations show consistent growth when number of parallel
processes increase. In conclusion, it can be shown that developed add-on applicable enough
as replacement to MPJ-Express library in case of necessity to merge clusters for large scale
computations.

8. Conclusion

Given paper describes the new instrument of multicluster organization of distributed
computations and gives its detailed description using key components and implementation
issues. Given instrument applied to applicable applications, specifically to parallel implementations
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Figure 5 — Comparison of speedups for the heat transfer in 2D domain problem
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Figure 6 — Comparison of efficiencies in the heat transfer in 2D domain problem

of MPI technology — in particular under its extended Java implementation called MPJ-
Express. It has been shown that multicluster interaction model can be successfully adopted to
filtration theory problems while insignificantly lacking in performance because of communication
delays. At the same time surpassing them in scale of available computational resources.
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Figure 7 — Comparison of speedups in the heat transfer in 3D domain problem
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Figure 8 — Comparison of efficiencies of the heat transfer in 3D domain problem
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