On the Probability of Solutions of the Cauchy Problem ... 33

SRSTI 519.21
On the probabilistic solution of the Cauchy problem for parabolic equations

Akanbay N. — assoc. prof., al-Farabi Kazakh National University, Republic of Kazakhstan,
+77077731463, E-mail: noureke1953@gmail.com
Suleimenova Z. — doctoral student, senior lecturer, al-Farabi Kazakh National University,
Republic of Kazakhstan, 77078329346, E-mail: suleymenova2474@Qgmail.com

The questions about finding (conditional) mathematical expectations, the joint and marginal
distribution of different functionals from the trajectories of random processes, expressed through
the process itself, the ordinary stochastic integral and the stochastic Ito integral (stochastic
integrals are understood as integrals in the mean square sense) are among the important issues
of both the theory itself random processes and its numerous applications. But it is not always
possible to find (joint) distributions of the indicated functionals by direct computations, therefore,
they usually resort to some methods of finding the required characteristics. One of such methods
is the so-called method of differential equations, which reduces the problem of finding joint
distributions of functionals from random processes to solving (connected with these functionals)
partial differential equations.

The aim of the present paper is to find a joint distribution of the above-mentioned types of
functionals and the integrands present in the definitions of these functionals depend both on the
time and on the spatial coordinates.

To do this, we first derive an equation for the joint characteristic function of the functionals under
consideration and show that in some special cases the determination of the Laplace transformation
of the solution of this equation can be reduced to the solution of an ordinary differential equation
with constant coefficients. As an application, explicit distributions of some functionals of the
Wiener process are found and some of their possible applications are discussed.

Key words: Wiener process, stochastic integral, conditional mathematical expectation along the
trajectories of the process, joint distribution, joint characteristic function, Laplace transformation.
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Kesneiicok mporiecTep TEOPUSACHIHIA YKOHE OHBIH, KOITEreH KOJIJAHBLIBIMIAPBIHIATE MaHBI3 bl
CypakTapiblH Oipi — OJ1 Ke3JeiCOK, IPOIECTEPiH ©3/epi, 9IeTTeri CTOXaCTUKAJIBIK WHTEerpaJ-
JbIK, KoHe VITOHDBIH, CTOXACTUKAJIBLIK, MHTErPaJIapbl (CTOXACTUKAJBIK UHTEIPAJIAPHI OPTAIIA
KBAJPATTHIK MarblHAJAFbl UHTErPAJIAD PeTiHe TyCiHiiesi) epHeKTeareH (BhyHKIMOHATIAPbIHBIH
POLECTEP/H TPAEKTOPUSIAPbl OOfbIHINA aJblHFAH (IIAPTTHI) MaTEMATUKAJIBIK, KYTIMIEpiH,
OipJieckeH »KoHe MapTrUHAJIbI YIeCTipiMepin Taby Typasbl cypakTap. bipax Gepinren ¢yHKim-
oHasIapAbIH (Gipsecken) yrecTipiMziepid Tikeseil ecenreyiep apKpuLibl Tafy yHeMI MyMKiH 6osa
OGepMeiiJii, COHIBPIKTAH KEPEeK chutaTTamMalapapl Taby yiniH Oacka KaHmail qa O6ip omicrep/ii KoJiia-
Hyra Typa Kegemi. Myumai omicrepaiy 6ipi — auddepeHnuasIbK, TeHIeyIep d/IiCi el aTaaabl.
Byn omic OotibiHia Ke3meiicok MPOIecCTepAin, (YHKIIMOHAIAPBIHBIH OipJeCKeH yiecTipiMin
Taby ecebi (Gepinren dyHKImMOHANIAPFa GalIaHBICTBI) AepOec TyBIHIBLIB AuddepeHITaiIbIK
TeHJeyJep/i Ienryre KelaTipiaem.

Becrauk KaszHY. Cepus maremaruka, Mexanuka, nadopmaruka Ne2(94)2017



34 Akanbay N., Suleimenova Z.

Byt »xyMBICTBIH MaKcaThl — (DYHKIMOHAJIAD aHBIKTAMAJIAPBIHIAFbl HHTEIPAJI ACTHIHIAFBI (DYHK-
NUsJIaAp YaKbITTAH >KOHE KEHICTIKTEri KODJAWHATTAH /18 TOYeJIi OOJIATHIH KaFaail YIIH YKOFapbl-
Jia atajrad GYHKIMOHAIIAPABIH Oipsecken yiectipiMia Taby. OJt yImiH ajabIMeH KAPACTHIPBLIBII
OoThIpraH (QYHKIMOHAIAPIBIH, OipJIeCKeH CHMATTaMAJIBIK, (DYHKIUACHI YIIH COHKEeC TeHJIey ajIbl-
HaJbI Ja Keitbip jepbec Karmaitiapga Oy Temaey rermiminin Jlammac Typreraipyi koadduiu-
eHTTEePl TYypakThl ojerTeri auddepeHnnaiabK, TeHIeyIep/Il Iemnyre Kearipyre 00JIaThIHbI KOp-
cerieni. Kommanpury mbicasbl peringe Bumep mporiecinin (hyHKITMOHAIBI PETIHIE aHBIKTAJIFAH
Keibip GyHKIIMOHAIIAD/IBIH, YIeCTipiMAePiHiH, affKbIH TYPJIepl TAOBIIFAH YKOHE OHBIH KOJIIAHBLITY-
JIAPBIHBIH, MYMKIiH O0JIATHIH Kefibip Mocesre epi TaJIKblIAHTAH.

Tyiiin ce3zep: Bunep mporieci, cToxacTUKaIbIK WHTETPAJ, MIPOIECC TPACKTOPUIAPHI OOMBIHIIA
MAPTTHl MaTeMaTUKAJIBIK KyTiM, OipJieCKeH yJiecTipiM, OipJiecKeH cHUIaTTaMasbik, MyHKIus, Jla-
IJ1aC TYPJIEHIIPYi.

O BeposiTHOCTHOM penteHni 3amadn Komm st mapaboimdecKnx ypaBHEHUH
Axanbait H. — kau.dus.-mar.HayK, n.0. npodeccopa, KazHY um. anb-Papabu, Peciybmka Kazaxcran,
+77077731463, E-mail: nourekel1953@gmail.com
Cyneitmenosa 3.11. — crapmuit npenogasaresb, jokropant KasHY um. anp-®Papabu, Pecrnybinka
Kazaxcran, +77078329346, E-mail: suleymenova2474@gmail.com

Bormpocst 0 naxoxaenun (yCJIOBHBIX) MATEMATUIECKUX OXKUJIAHUM, COBMECTHBIX M MAPIMHAIBHBIX
pacIpeie/IeHUN Pa3InIHbIX (DYHKITMOHAIOB OT TPAEKTOPHIl CJIyIalHBIX IPOIECCOB, BHIPAYKAEMBIX
gepes3 caMoro MpOoIecca, ODBITHOrO CTOXACTUIECKOT0 HHTETPaJia U CTOXaCTHIeCKOTo nHrerpasa 1ro
(croxacTryecKre MHTErpaJibl IOHUMAIOTCS KaK HHTEIPAJIbI B CPEIHEKBAIPATUIHOM CMbICJIE) OTHO-
CATCS K YMUCIY BAyKHBIX BOIIPOCOB KAaK CAMON TEOPUHU CJIyYallHBIX IMIPOIECCOB, TAK U €€ MHOTO-
qrCcIIeHHbIX pustoxernii. Ho He Beera yjjaercst HAliTH (COBMECTHBIX) PACIpEJIEJIEHIH YKa3aHHBIX
GYHKIIMOHAJIOB MPSMBIMU BBIUUCIEHUSIME, [TOITOMY OOBIYHO IPUOEraroT K TeM WU UHBIM CIIOCO-
6aM HAXOXKJIEHUST HY>KHBIX XapakTepucTuk. OJHUM U3 TAKUX METOJIOB BJISETCS TAK HA3LIBAEMBIi
MeToT T depeHnuaibHbIX YPpaBHEHNH, KOTOPBIH CBOJUT 33181y O HAXOXKICHIUH COBMECTHBIX Pac-
upeeseHuii QyHKIMOHAIOB OT CJIyYailHbIX [IPOIECCOB K PEIICHUIO (CBA3aHHBIX C JAHHBIMU (DYHK-
muonasiamu) AudGepeHuaibHbIX yPABHEHUI B YACTHBIX TPOU3BOIHBIX.

esibro HaCTOsIIEH PADOTHI SIBJISIETCS HAXOXKJEHUE COBMECTHOT'O PACIIPEJIEIEHUs YKA3AHHBIX BbI-
me BUJOB (DYHKIMOHAJIOB, MPUYEM MPUCYTCTBYIONIUE B ONPEEJEHUSX ITUX (DYHKIIMOHAJIOB TO-
JIMHTErpaJibHble (QDYHKIMA 3aBUCSIT KaK OT BPEMEHHOI, TaK M OT MPOCTPAHCTBEHHOW KOOD/UHAT.
st aTOr0 cHavYasIa BBIBOJUTCS yPaBHEHHE JIJIsI COBMECTHON XapaKTepUCTUIeCKOl (DYHKIMH pac-
CMaTPUBaEMbIX (DYHKIIMOHAJIOB U [TOKA3BIBAETCSI, YTO B HEKOTOPBIX YACTHBIX CJIy4YasX HaXOXKJIeHUe
npeobpa3oBanus Jlamiaca penreHusi 3TOro ypaBHEHUsI MOXKHO CBECTH K PEIeHNI0 OOBIKHOBEHHO-
ro nuddepeHaaIbHOr0 ypaBHEHUs ¢ TOCTOAHHBIME KO duimenTamMn. B KadecTBe IPUIOKEHNs
HaIEHbI SBHBIE BHUJBI PACIPEIEICHUsT HEKOTOPOTo (hyHKIIMOHAIOB OT BUHEPOBCKOIO IMIPOIECca U
00CyKJIEHBI HEKOTOPBIE X BO3MOYKHBIE MPUJIOKEHUS.

KoroueBbie ciioBa: BunepoBckuil mporiecc, CTOXaCTHIECKUil HHTErpaJs, yCJIOBHOE MaTeMaThde-
CKOE OXKUJIAHWE 110 TPAEKTOPHUSIM IIPOIECCa, COBMECTHOE pacIIpejie/IeHUe, COBMECTHAsT XapaKTepu-
crudeckasi QyHKIWS, Ipeobpa3oanue Jlamaca.

1 Introduction

In the theory of random processes it is well known that the solution of the Cauchy problem
for parabolic partial differential equations is closely related to the finding of conditional
mathematical expectations on the trajectories (associated with the initial equation) of
diffusion processes. Thus, if A — is an infinitesimal (generating) operator (Gikhman, 1977) of
the diffusion process &, t > 0 — then this operator is definite on all finite twice continuously
differentiable functions differential operator of not higher than second order and this operator
can contain only derivatives of the first and second orders (for example, for multidimensional
Wiener process Wy = (W}, W2, ..., W) its generating operator is defined on all bounded
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On the Probability of Solutions of the Cauchy Problem ... 35

and uniformly continuous with its frequent derivatives of the first and second order functions

1
f and on them it is equal to §A f, where A — the Laplace transformer). Then the probabilistic

solution of the Cauchy problem

ou(t, x)
ot
can be written in the form (Gikhman, 1977)

u(t, z) = M, [exp{/tC(Es)dS}uO(&) +/texp{/86(£u)dU}h(£s)d8], (2)

0 0 0

= Au(t,z) + C(z)u(t, z) + h(z),u(0, z) = up(x), (1)

where the sign M, means taking a conditional mathematical expectation over all output at
the initial time ¢ = 0 from the point (£, = x) trajectories of the process &; (it is clear that
in this case it will be necessary to impose certain conditions on the functions ¢, g, ug and on
the domain of the operator A).

Further, the representation (2) can be used to find the joint characteristic functions, hence

t T
the joint distribution, of the functionals of the form h(&:), [ g(&)ds, (&), [ g(&)ds, where
0 0

7 — is the moment of the first attainment of some set.
In (Gikhman, 1977), (Wentzel, 1996) this method (the method of differential equations)
was applied to find the joint characteristic function of the functionals I;(t) = ®(W}), Lx(t) =

t t
[ g(Wy)dWs, Is(t) = [ f(W;)ds, where W;, t > 0 — (one-dimensional) Wiener process, I»(t)
0 0

— is a stochastic integral of Ito, I3(t) — is a stochastic integral of a random function (integrals
are understood as mean-square integrals).

In this paper we generalize the results of [(Skorokhod, 1970), (Akanbai, 2014 : 8)| and
refine and correct some results of (Akanbai, 2014 : 8) on the cases when the functions g and
f also depend on time: g = g(t,x), f = f(t,z), t > 0, z € R'. Namely, first we obtain

a parabolic equation for the function u(t,z) = M, [Il (1) exp{lg(t) + ]3(75)}], where now

¢ ¢
L(t) = [ g(t—s, Ws)dWs, I5(t) = [ f(t—s, Ws)ds. Furthermore we will use the this equation
0 0

to find the joint characteristic function of functionals I1(t), I5(t), I3(¢). In the particular case,
when g = g(t,z), f = f(t,x) we arrive to the results of (Skorokhod, 1970), and passing to
the Laplace transformation of the found joint characteristic function, we reduce the problem
to the solution of an ordinary differential equation with constant coefficients. After this, by
making an inverse Laplace transformation, we obtain the final result (the joint distribution of
the considered functionals). In conclusion, as an example, the distribution of the functional
I5(t) is found in the case when the function ¢(t, z) = signzx.

2 Literature Review

Finding the distribution of functionals from random processes, expressed by ordinary
(stochastic) integrals and Ito stochastic integrals, are very important problems in the
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theory of random processes (Gikhman, 1977 : 568). It is also well known that obtaining
a probabilistic solution of the Cauchy problem for parabolic equations reduces to finding
conditional mathematical expectations along trajectories with appropriately constructed
random processes. In particular, in Wentzel (1996: 320), in terms of infinitesimal operators
of the process and conditional mathematical expectations on the trajectories of processes,
formulas are given that give probabilistic solutions of Cauchy problems for various parabolic
equations with coefficients depending only on the spatial coordinates. In (Skorokhod, 1970 :
304) solved the problem of finding a joint distribution of functionals of the Wiener process

t t
Wi, t > 0, species, ®(W,), [ f(Wy)ds and [ g(W,)dW;, where ®(z) is a sufficiently smooth
0 0

function, functions f(x), g(x) are piecewise continuous and bounded functions on each finite
interval, and it is shown that the joint characteristic function of these quantities can be
found as the solution of some parabolic equation. In (Akanbay, 2014 : 8), these results were
generalized to a wider class of functions f and g.

In the paper, the results of the last two papers will be generalized, and the results
(Akanbay, 2014 : 8) will be refined to the case when the functions f and ¢ also depend
additionally on the time, and the distributions of certain functionals of the Wiener process
will be found as applications.

3 Methods of research

3.1 Derivation of the differential equation for conditional mathematical expectation

@(Wt)exp{h(t)} exp{fa(t)}]

Consider a function (conditional mathematical expectation)

u(t,x) = M

(3)

f (t—s,Ws)dWs tf(t—s,Ws)ds
u(t,z) = M, [@(Wt)egg : eOf ]

where W, — is Wiener process, the sign M, means the conditional mathematical expectation
by all trajectories of a Wiener process that go from the point x € R in the initial moment
t=0:M.(.)=M(.)/Wy, = x), and the integrals which are in the power of exponents
are, respectively, the Ito stochastic integral in the Wiener process and the usual stochastic
integral from the random functions (Gikhman, 1977), (Wentzel, 1996), where the integrals
will be understood as the RMS limits of the corresponding integral sums.

Furthermore one can assume that the given functions f(¢,x), g(t,z) and ®(x) are
continuous by ¢ and x and limited with their derivatives up to second order functions.

Our goal here is to prove that the function wu(t,x) defined by (3) is a probability
representation of the solution of the Cauchy problem for the parabolic equation

ou(t, x) _ 182u(t,:13) ou(t, x) N [1

5 5 92 + g(t,x) e 592(15,1‘) + f(t,x)] u(t, x), (4)

where t > 0, z € R = (—00, +00), u(0,z) = ().
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On the Probability of Solutions of the Cauchy Problem ... 37

It is noted that the formula (3) can be rewritten in another form, in the form of
unconditional mathematical expectation

(3)

[ (t—s,Ws+z)dWs+ [ ft—s,Ws)ds
u(t,x) = M [@(VVt + m)eofg { ]

The formula (3') is derived from the following equations:

t t
(t—s,Ws)dWs+ [ f(t—s,Ws)ds
M, [@(Wt)e{ ’ { ]

¢ ¢
J g(t—s,(Ws—Wo)+Wo)dWs+ [ f(t—s,(Ws—Wo)+Woy)ds
0

IM[(I)((Wt—Wo)+W0)'€0 /W(]:x] =

t — — t —
J g(t—s,Ws+z)dWs+ [ f(ts,WSer)ds]
0
)

:M[@(W/ﬁx)-eo

Wt - Wt(O) - Wt - Wo.

In the equation this fact was used: the process Wt = W, — W is also (not dependent on
Woy) Wiener process (in (3') we have again designated this process W; as W;).
The performing of the initial condition u(0,z) = ligl u(t,z) = ®(z) follows directly from
¢

the formula (1):

u(0,z) = M, ®(Wy) = M(®(Wy) /Wy = x) = M(D(x)/Wy = x) = O(x),

The existence of continuous derivatives u/,(t,x), u?, (t,x) follows from the possibility of
differentiating of the right side of (3") by x twice under the sign of expectation. Introducing
the function

t

t
h(t,z) = /g(t — 5, W+ x)dW, + /f(t — s, W, +a)ds, v(t,z) =MD,
0 0

we get

Y

u(t,x) = M lfb(Wt +x)u(t, x)

O (W + x)u(t,x) + (W, + 2)vl(t,z) | =

u,(t,z) = M

=M [@;(Wt + z)o(t,z) + (W, + x)v(t, x)h (¢, x) |,

ul (t,x) =M [@gx(Wt + x2)v(t, z) + 20, (W + x)v(t, x)h. (t, x)+
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+®' (W, + z)v(t, 2) (B, (t, z))* + (W, + x)v(t, 2)hl,(t, x)] =

= M{U(t,a:)

¢ ¢ 2
X (/g;(t — 5, Wy + x)dW; —I—/f;(t — s, Ws+ x)ds) +
0 0
t ¢ 2

+O (W, + x) (/ gyt — s, Wy + x)dW, + /fg'ﬂ(t — s, Wi+ x)ds) +

0 0

t t
+O(W; + ) (/ Gt — 8, W5 + 2)dW, + / fo(t—s, W5+ x)ds)] }
0

0
Further, by defining a new Wiener process: Wy(At) = Wyias — Way, we can write

u(t + At,z) = M | D(W(AL) + War + z)v(t + At, x)

Y

where

v(t + At,x) = exp{h(t + At,x)} =

At At
= exp{/g(t + At — s, Wy)dW, + /f(t + At — s, Wy)ds+ (5)
0 0

—l—/g(t — 5, Ws(At) + Way)dW(AL) + / f(t — s, Ws(At) + WAt)ds}

As it is known from (Gikhman, 1977), (Wentzel, 1996), the process W (At) is not
dependent on Wa, and sigma algebra Fopny = od W : 0 < s < At p (F<pr — is the

smallest o — algebra containing all events of the form {W, € B,0 < s < At,B € 3(R)},
B(R) — is Borel o — algebra on R) Wiener process.

Next, using the measurability of exponent of . %<, which is in the right-hand side of (5)
and contains the integrals from 0 to At independence of integrals from 0 to ¢ of exponents of
F<ar and properties of conditional expectations with respect to the sigma-algebra, one can
write:

u(t + At,x) = M | M(®(x + Ws(At) + Way)v(t + At, x)/ézgm)] =
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At At
:Mexp{/g(t—i—At—s,x—i—Ws)dWS+/f(t+At—s,m+Ws)ds}-
0

0
t

MO(z4+W(At)+Wat) exp{/g(t—i—At—s,Ws(At))dWs(At)—i—/f(t—i—At—s,Ws(At))ds}.

The presentation of (3') shows that the latter expectation is equal to u(t, z + Wa;). Thus, we
find that

u(t + At,x) =

- M (6)

At At

exp{ [t + At —s,x+W)dWs+ [ f(t+ At — s,z + Ws)ds}u(t,x + WAt)]
0 0

Now, referring to the conditions on the functions f(t,x), g(¢,z) and to the fact that at small

At (At — 0),

At
War ~ VAL, W3, ~ At, /g(t + At — s,z + Wy)dW, ~ g(t, x)Way,

0

At At
/ / Gt + At — 51,24+ W )g(t + Al — 9,0 + W, )AWa,dWs, ~ ¢t 2) - Wi,

00
At
/f(t + At — s,z + Wy)ds ~ f(t,x)At,
0
let’s expand the right-hand side of (6) by the accurency up to o(At). Then we can write

u(t + At,x) = M | (14 g(t,x)War + f(t, ) At + %gQ(t, o )W3, +o(At))u(t,x + Way)| (6)

In its turn

ou(t, ) lﬁzu(t,x)
ox 2 Ox?

Putting this found expression in the right side of the (6") and similarly, leaving only the terms

up to order At, we get

u(t,z + War) = u(t,x) + - War + W3R, + o(At).

Ou(t, x) 1Pu(t, x)

2 Or2 ’ Wzt + g(t> [E)U(t, [E) - Wat

u(t + At,x) = M [u(t, x)+ - Wae +

ou(t, )
Ox

1
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In the latter ratio we calculate the required expectations. Then taking into account that
MWa; =0, MW3, = At, we obtain

1 0%u(t, r)

A+ g(t,x)aug;x) At

+f(t, x)ult,x) - At + %gQ(t, z)u(t, ) - At + o(At).

thus
_u(t+ At ) —u(t,r)  10%u(t,z) ou(t,z) |1,

From this relation (7) implies the existence of a right derivative of u(¢,z) with respect to t.
Since it is continuous, there exists a two-sided derivative which coincides with the right one.
Eventually we obtain the theorem.

Theorem 1 Let f(t,x), g(t,x) and ®(z) are continuous with respect to x and t and limited,
together with their derivatives up to the second order (inclusive) functions.

Then defined by formula (3) (or the formula (3')) function u(t,z) int > 0, x € (—o0, +00)
satisfies the differential equation (4).

Comment 1 One should note that in (Skorokhod, 1970) a similar theorem was proved for
the case when the functions f(t,x) and g(t,x) do not depend on time, and the first theorem is
proved in the case of g(x) = 0, after that the final result is obtained by replacing the original
function. We also note that in (Akanbai, 2014 : 8) another, but not completely rigorous, proof
of this theorem is given.

3.2 The equation for the joint characteristic function

The proven theorem allows us to find the joint characteristic function of the functionals
t

t

L(t) = Wy, L(t) = [gt — s, We)dWs, I3(t) = [ f(t — s, Ws)ds, as a solution of some
0 0

parabolic partial differential equation.

In fact, let o(t, z, 21, 29, 23) is a (conditional) joint characteristic function of the functionals
Il(t), [Q(t), Ig(t) (21,22,2’3 € Rl)i

o(t,x, 21, 29, 23) = Mz(eizlll(t)+i32[2(t)+iz3[3(t))‘ ®)

If in theorem there are ®(z) = ¢”*1* instead ®(x), the function §(t, r) = izg(t, z) instead
of g(t, ), the function f(¢,z) = izsf(t,x) instead of f(¢,x), then according to the proven
theorem, the conditional characteristic function ¢(t, z, z) (see (8)) where z = (21, 29, 23), can
be found as a solution of the equation:

890@7‘%72) _ 18290@7‘7’172)
ot ) 0x?

, 0
+i209(t, x)
(0,1, 2) = e,
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It is clear, that the function of ¢(¢,0, 2) = ¢(t,0, 21, 22, z3) is what we need (unconditional)
joint characteristic function of I1(t), I5(t), I5(t). In the general case it is not possible to find
a solution of equation (9). Therefore, we consider the particular case of equation (9). We
will assume that the functions g and f are independent of ¢: ¢(t,z) = g(x), f(t,z) = f(x).
Then, using the Laplace transformation with respect to ¢, the solution of the particular case
of equation (9) can be reduced to the solution of an ordinary differential equation. To do
this, we multiply both sides of the new equation by e=* (X > 0), then integrate with respect
to t from zero to infinity.

If we denote the Laplace transformation ¢(t, x, z) with respect to t by @(\, z, z) we obtain
the equation for this function

18255(/\7'1:’Z) - 8{0’(/\@,2) . Z% 2 ~ _ 1rz1
5 o2 + ZZzg(x)T + (iz3f(z) — 39 () = Mo\, z,2) = =" (10)

The solution of the equation (10) should be restricted to the entire real axis, and since
~ 1
lp(t, x, 2)| <1, it shall be |p(t,x, 2)| < 3
In this case, the equation (10) is performed at all points of continuity of f(z) and g(z),
9p(t, z, 2)
or

and at points of discontinuity of these functions its derivative is continuous

Comment 2 With the passage to the limit, one can make himself sure that the equation (10)
holds for piecewise constant and bounded on every finite interval function of f(x) and g(z).

3.3 Finding the distribution of the functional (¢ f signWsdW

In our equation (4) g(x) = signz, f(x) = 0, and thus the equation (4) is written as follows:

2
ou(t, ) _ d*u(t, x) + sign - M + lu(t,:p),

ot 0x? ox 2
u(0,z) = 1.

izftsignI/VSdI/VS i
o(t,x,z) =M, e 0 . o\ z, 2) / o(t, z, z)dt
0

and the equation (10) has the form

Further,

12g(\x,2) 0p(\x,z) 2

3T a2 + izsignx - 5 — (= 5 + Mo\, z,2) = —1. (11)

The equation (11) can be written separately for the cases of z > 0 and x < 0.
In the case x > 0 the equation (11) is transformed into the equation with constant (i.e.
independent of z) coefficients

10?0\, z, 2) L op(\,x,2)  2°

3T a2 iz - e (2 + N\, 2) = —1, (12)
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and in the case of x < 0 in the equation with constant coefficients
10?0\, z,2) . 09(\ z,2) (22
_— — ZZ - —_— —
2 Ox? ox 2
The roots of the characteristic equation of the homogeneous part of the equation (12) are
=iz + V2, 55 = —iz — V2, and the particular solution (12) is a function ¢, (\, z, z) =
2

+ Ao\, z,2) = —1. (13)

1
o i In a similar way we solve (13). As a result, we find that the general
5 + A
solutions of the equations (12) and (13) are the functions (respectively)
2
SO\ - C (—iz+V2N)z C 2—V2\)zx > 0:
§0< ,I‘,Z) 16 + € +2>\+22’ x ’
~ ; , 2
o\ 1, 2) = CyelZtV2T | 0 eliz=V2N)e | e © <0,

where C4, Cy, C3, Cy — are constant.
Since the function @(A, z, z) is bounded, we get that C; = 0, Cy = 0, from the continuity
of (A, x, z) with respect to x it follows that Cy = Cj.

In this way
~ —iz— T 2
P\, x, 2) = Coe v2y) +2>\+22, x>0
’ 2
B\, ,2) = Coel=HV2Ve = <,
o\ z,2) he +2)\+z2’ x

0p(\, x, z)

Further, using continuity of Ld by x we get that C = 0.

Thus, the solution of the equation (9) is the function

~ 2
(p()\,.T,Z) ()\OZ) 2)\+22:)\(1+22)

2A

Now the goal is to represent @(\, 0, z) as a Laplace transformation of some function ¢(t, 0, z).

i.e. as a representation of (A, 0, 2) as

(e 9]

oA 0,2) = /e_’\tgo(t,O,z)dt. (14)

0

2

For this purpose we expand the function @(A, 0, z) in the domain < 1 in the series:

_ 1 o n 2n
90()‘7072) 2’2 XZ 2n>\n
A1+ 2y e
(1+57)
% oo n oAt yn i —)\t
= Z —dt = ©(t, 0, z)dt.
n.

n=0

0 0
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We used the well-known relation

? At 1
—Atn, 4n
/6 dt = .
nl )\n+1

0

Further we can write:

[e.9]

o= [ (5 M) i o

0 n=0 0
Thus, the characteristic function of a functional (¢ f signWsdW is a function ¢(t,0, z) =

t2?

e 2 ,ie. I(t) is a normal random variable with zero mathematical expectation and a
variance equal to t: I(t) ~ .A47(0,t). ((We note that another erroneous result was obtained in
(Akanbai, 2014 : 8)). However, this result could be obtained directly from the relation (see

2 w0 tz?
formula (14)) i Ofexp —At — TR dt.

t
3.4 Finding the distribution of the functional W, + fsignWdes
0

Next we consider the functional
t

Lt) - / g1 (W.)dW,
0
1+ signx

where go1(z) = 9

=1,2>0; goa(xr) =0, x <0. Then

t
L) = S(Wi + / signWV,div,),
0
as a sum of normal random variables, I;(t) — is a normal random variable. Let us find the
distribution parameters [;(t).
Obviously MI,(t) = 0, variance
¢ ¢
DI (t) = %(t + QCOU(Wt,/signWdes) +t) = %(t + cov(Wt,/signWdes)).

0 0

for simplify the notation, we denote below f(z) = signz. Then

cov Wt,/f Wy)dWy) /f W5)dWy)
ggx;oZM[ ) (W, = W W),
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where the points of division 0 = sg < 51 < $2 < ... < $_1 < S, = t, max(s; — s;_1) — 0.
A

Denoting, as before, through %, = o{W,, : u < s} the smallest o — algebra generated by a
Wiener process up to the moment s and using the properties of the conditional mathematical
expectation, for the i — th summand of formula (15) we can write:

M [f(WSzﬂ)(W WS'L 1)Wt] = MM [f(W8171)<W Wsz 1)Wt/ysi] =
=M [f(W,,_)(We, = W Y M(Wy/Z,)] = M [f(We,_ )Wy, = We )W,,]

because the random variable f(W,. . )(W, — W, ) is measurable with respect to the o —
algebra .Z;,, and the Wiener process forms a martingale with respect to the family of the o
—algebra .Z; : M(W;/.Z,,) =W,, 0<s <t

Further, since W, _, is measurable with respect to .%;, |, and W, —W,,_, does not depend
on .#,,_,, we obtain

M f(Wa )Wy, = We W, | =
:M[f(wsi,l)(Wsi—Wsi,l) + S Wit )Wy - (W, = Wi, 1)}

= MMV, )(Wa, = Wi 2 F2)] + MM ] o |[(Wey = W) 7)) =

— Mf(W, VMW, —W,, ) +M‘WSH
=M [f(Ws,_)(si = si-1) = Mf(W,,_,)As; =0

7

MW, =W, ) =

Thus
t t
cov(Wt,/signWSdWS) = M/(WtsignWS)dWs =0.

0 0

So,
1 1

D[l(t) = it’ T.C. [1<t> ~ e/V(O, §t>

Then,

¢
L(t) =W, +/signWSdWS = 2[,(t) ~ A(0,2t).
0

4 Results and discussion

Using the methods of the theory of Markov processes, it is proved that the function u(t, z)
defined by (3) gives a probabilistic solution of equation (4).

Further, from (4) we obtain an equation for the joint characteristic function of the
functionals under consideration and show that in one particular case the solution of this
equation can be reduced to the solution of an ordinary differential equation As an application

t

of the results obtained, the distributions of the functionals I(¢ f signWdW; and
0

I(t) = Wy + I(t) are found.
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Apparently, in what follows it will be possible to introduce some concrete functions f and
g so that the solution of equation (9), or even equations (10), can be found explicitly. In turn,
this would allow us to find a distribution in a more complicated way of certain functionals
from the Wiener process. For example, if instead of the Wiener process W;, t > 0, consider
the process Wt Wi 4 ct, where ¢ is a nonzero constant (VVt is a Wiener process with drift),

d2

then the infinitesimal operator Wt would be the operator A, = 3d.2 +c— T and equation
x x

(4) would be written in terms of this operator. Further, to solve the analogue of equation (4),

we could apply the method of this paper.

5 Conclusion

In this paper, we found the joint characteristic function of the functionals of the Wiener
process I1(t) = ®(W,), I fg — s, W)dW, I3(t) ff — s, W)ds, where the integrals

are understood as mean-square mtegrals (Io(t) —is a mtegral Ito, I3(t) — is the integral of a
random function), and the functions ®, g, f satisfy certain smoothness conditions. It is further
shown that when the functions g and f do not depend on the time variable, then finding
the Laplace transformation of the joint characteristic function reduces to solving an ordinary
differential equation. Unfortunately, it is possible to solve this last equation explicitly only
in certain special cases.

As an application of the results obtained, the distributions of some functionals of the
Wiener process are found explicitly.
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