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Automatic text summarization is an actual problem when working with a large amount of
information. Most of the algorithms that work on the basis of statistical data build a summary
text content by counting the similarity of text units and units importance. Text unit could be a
word, sentence or paragraph, in our case unit is a sentence. Similarity is considered the presence
of key-words in the sentences. Key-words are words that indicate the topic of the text. In this
research work we will describe an automatic extraction of key-words dictionary, where key-words
are N-grams with N from 1 to 5. Two algorithms were implemented: getting of words that occur
only in one of two different corpora and getting of words with high importance. Importance of N-
gram denotes its belonging to the topic of the text. Used text languages are Russian and Kazakh.
The algorithms show important results, both of them make sense in constructing of full key-words
dictionary.
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ABromarnueckoe pedpepupoBaHre TEKCTa 9TO aKTyaJIbHasl IIpobjieMa pu pabore ¢ OOJIbIIUM KOJIH-
9eCTBOM UHGOPMAIMH. BOJIBIIMHCTBO aJropuTMOB, KOTOPBIE PA0OTAIOT HA OCHOBE CTATHCTHIECKUX
JIAHHBIX, MMOJICYUTHIBAIOT CXOXKECTh TEKCTOBBIX EJIMHUIl U UX BAYKHOCTH IIPU COCTOBJIEHUU KPATKO-
ro comepxkanusi. TeKCTOBOI enuHUIIEH MOXKET OBITH CJIOBO, IPEJIOXKEHuEe Ujau maparpad, B Ha-
meM cirydae 910 npejgoxkenne. CXOACTBO CINTAETCS HAJMINEM KJIIOUEBBIX CJIOB B IIPE/IJIOXKEHUSIX.
Kutiouesbie cjioBa - 9T0 cJioBa, KOTOPbIE YKA3bIBAIOT HA TEMATHKY TE€KCTa. B 9Toi mccienoBareib-
CKO#1 paboTe MbI OIUIIUM aBTOMATHIECKOE U3BJIEUEHIE KIIIOUEBBIX CJIOB, I/Ie KJIIOUYEBBIMU CJIOBAMU
sipyisiiorcss N-rpaMmbl ¢ N or 1 110 5. PeajimzoBaHbl jBa ajropurMa: IOJIydYeHHE CJIOB, KOTOPbIe
BCTPEYAIOTCsT TOJIBKO B OHOM U3 JIBYX PA3HBIX KOPIIYCOB U IOJIy9YeHME CJIOB C BBICOKOW CTEIEHBIO
BazkHOCTH. BazkaocTs N-gram 0b603Ha1UAeTCsT €ro IPUHAIEXKHOCTHIO K TeMaTUKe TeKCTa. Vcmorb-
30BaHbI TEKCTHI HA PYCCKOM U Ka3aXCKOM sI3bIKax. AJITOPUTMBI TIOKA3BIBAIOT BaXKHBIE PE3YJILTATHI,
06a MOryT OBITh UCIOJB30BAHBI B CO3/IAHUN TIOJTHOTO CJIOBAPST KJIIOUYEBBIX CJIOB.
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Moriagi aBromMarThl pedepepiey - Oyl aKImapaTThIH, VJIKEH CAHBIMEH XKYMBIC iCTey Ke3iHeri o3eK-
Ti mocese. CTaTUCTUKAJBIK NEPEKTEPIiH HEri3iH/e KYMBIC ICTEHTIH aJropUTMIEP/IiH KOIIIIir
MOTIH/IK OipIiKTepiH YKCACTHIFBIH YKOHE OJIAPIBIH, KbICKAIIA MAa3MYH »Kacay Ke3iHaeri MaHbI3Ibl-
JBIFBIH ecenTeiimi. MoTtiaaik 6ip/ik peTinmge ces, coitiem HeMece 6OJ1iM OOTYbI MYMKIH, Oi3/TiH 2Kar-
naiina 6yi- ceitem. CeiieMiep/ie KiIT Co31ep/IiH 60JIybl, YKCACTHIK, OOJIBII caHaa bl KiaT ces-
JIep - oJlap MOTIHHIH Ma3MyHBbIMEH OOJIMBICBIHA HYCKANTHIH co3ep. OChl 3epTTey KYMBICBIH I 013
aBTTOMATTBI TYPJIE KT CO3AEP/l ATyl CUMIATTaMbI3, Oyt kepiae N - rpammasiap N 1-men 6a-
cram b-Ke fieitin KinT ce3mep 6osibin TabbLiaapl. Kazipri Tanga eki ajaroput icke achIpbLIIBI OIap
- Op TYpJi eKi KOpIyCTap/IblH TeK KaHa OipiHie Ke3eceTin co3aep/Il aly KoHe YKOFaphl JToperKesti
MaHBI3IBUIBIFEI 0ap ce3/epai airy. N -rpaMMaiapablH, MAHbBI3IbLIBIFBI OHBIH, MOTiHHIH Ma3MyHBIHA
THicTLIriHe Kapait 6earineneni. Kazak »koHe opbIc TimaepiHieri MoTIHAEP KOIIAHBLIILI. AJro-
PUTMIED MAHBI3/IbI HOTHXKEJIED KOPCETY e, eKeyi JIe TOJIBIK, KiJIT CO31ep CO3IrH Kypy OapbIChIHIA

MaifiTaIaHbBLTY bl MYMKIH.
TyiiiH ce3aep: aBTOMATTHI MIBIFAPHIT ATy, KiITTi co3maep, N-gram

1 Introduction

The amount of information is extremely growing up, data processing is becoming time and
resource consuming. The solution could be the usage of text summarization, which is the
object of study. Getting only meaningful part of the text will give approximately the same
knowledge as full text does. During the research on this technology, we are faced with the need
to use key-words dictionary. Without the knowledge about semantic and syntactic meaning
of words and phrases it is very hard to find out key-words of the text topic. The only thing we
have to use is statistical data as frequency of occurrence. Dictionary extraction is the subject
of our study. The goal of this research work is to extract topic dictionary of key-words. Our
final goal is to develop automatic summarizer that will effectively work on our corpora.

2 Related works

The article (Chuleerat 2003: 9-16) presents an algorithm for extracting the most significant
paragraphs from the text in Thai, where the significance of the paragraph depends on the
local and global properties of the paragraph. The main emphasis is on the knowingly correct
distribution of paragraphs, Thai language is very different from Furopean languages and is
more similar to Chinese and Japanese in terms of fuzzy division of words and sentences. We
use the Russian and Kazakh languages, which have a clear sentence structure. However, if
the text of the message is large enough, this algorithm can be used to identify significant
paragraphs. The (Mandar 1997: 39-46, Fukumoto 1997: 291-298) works propose that each
word in text can have weight and depending on this weight it is possible to denote the
important part of information. However, article (Fukumoto 1997: 291-298) uses words weight
among a paragraph and the extraction unit in this work is a paragraph. The works (Federico
2016: 65-72, Yacko 2002) mainly depict one view of summarization methods. Authors
suppose that each sentence has connection with other sentences and this connection is their
similarity. In the work (Federico 2016: 65-72) TextRank algorithm presented, which is the
most popular in text summarization. It uses the similarity of sentences in words to identify
informative sentences. The main feature is denoted in construction of a graph with sentences
as vertex(tops) and similarity connections as edges, where each edge has its value calculated
from similarity function. In work (Yacko 2002) similarity of sentences defined in common
words, sentence with more connections recognized as informative. The way of constructing a
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graph seems the most preferable since it operates with sentences, and similarity functions use
statistical data as word frequency. Comparing of all words may cause distortion of results, to
prevent this it is useful to consider only important words, key-words. In work (Tain 2016) a
method of identifying the most important words using the corpora of texts from songs of a
certain genre is proposed. The author defines the coefficient Mw as an indicator of belonging
to the genre. The coefficient is calculated by the formula

metal

A w
w IOg brown
w

where N is the frequency of occurrence of the word w in the body of lyrics and
Nbrown is the frequency of occurrence of the word w in the Brown corpus (Wikipedia Brown
Corpus). To calculate the "emergency"of the word, we decided to use the above formula, in
our case N™%l is replaced by Ny = 7"Y="“" _ the frequency of occurrence of the word w in
the emergency message body and N2°“" is replaced by N7¢“$ is the frequency of occurrence
of the word w in the news bulletin. According to these data, a list of the most and least
"emergency"words is constructed. Applications of many algorithms and methods of text
analysis depends on statistical information about text (Riedl 2012: 47-70), statistics about
N-grams are an important building block in knowledge discovery and information retrieval
(Berberich 2013: 101-112). In this project work, segmentation of text is considered according
to words of different lengths within a single sentence. In the English literature, the term
tokenization (The Art of Tokenization) is used. To denote a segment, we use the term N-
Gram. N-Gram are sequences of adjacent words or tokens in a text document or line, where
N is the length of the sequence (Berberich 2013: 101-112). A sequence of two consecutive
elements is often called a bi-gram, a sequence of three elements is called a trigram. At least
four or more elements are designated as N-grams, N is replaced by the number of consecutive
elements (Wikipedia N-grams). For the calculation of N-grams already developed technologies
such as Elasticsearch (Elasticsearch engine guide) and SRILM (The SRI Language Modeling
Toolkit) (Srilm project). In (Ngram count), calculation of repetitions of N-grams in the body
of texts or in a sentence using a finite automaton is shown. The summary evaluation process
described in (Federico 2016: 65-72, Sandeep 2009: 521-529) and they involve usage of ROUGE.
Recall-Oriented Understudy for Gisting Evaluation (Chin-Yew Lin 2004: 74-81) is a set of
metrics used in automatically generated summary evaluation and in machine translation. This
kind of evaluation does not useful for us, because it assumes comparison of automatically
produced summary and human generated summary, “ideal summary”. This project work d
not assume interaction with human. The hypothesis from work (Sandeep 2009: 521-529) stays
that the summary must act as the full document, such that their probability distributions are
very close to each other. Authors propose application of KL (Kullback-Leibler) Divergence,
the calculation of entropy of summary, in evaluation process.

3 Source and methods

In this research work we will consider the case of processing the information about emergence
situations along the news data. We have used corpora of news articles from web. For this
purpose web crawler was implemented. It parses 21 state web-sites and 22 news portals.
We categorize news articles to «News», that are news messages about general human life,
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and «Emergency News», that are messages with notifications about some danger and/or
unfavorable situations.

3.1 Tools used

To preprocess text, index and extract N-gram we used the following tools: Apache Lucene,
Elasticsearch and Apache OpenNLP. Apache Lucene is a library from the Apache Software
Foundation for full-text search, it is also used in computational linguistics. Apache Lucene
provides many tools for building indexes based on the TF-IDF model. Using Apache Lucene,
we removed all stop-words from the texts, extract all N-gram from 1-gram to 5-gram and
built indexes. Elasticsearch is a search tool based on Apache Lucene. The main feature of
elasticsearch is the ability to perform high-speed search in the database with a large number
of documents using indexes. Apache OpenNLP is a tool for working with natural language, it
can perform various operations with text, such as tokenization, division of text into sentences.
The tokenization of OpenNLP has been replaced by ShingleFilter’s tokenization, since the
latter is able to extract N-gram from sentences of different lengths at once, while OpenNLP
alone can only split sentences into separate words. The used corpora is classified and marked
with meta data (message title, publication date, TF-IDF, tags). Data are classified into
"News"and "Emergency News".

3.2 Implementation of algorithms

We have implemented the algorithm for extracting the emergency N-gram dictionary and
calculating the "emergency"of N-grams. At this stage, N = 5 (phrases of up to 5 words).
Both algorithms extract and count the N-gram frequency.

Algorithm 1: Extract and calculate the frequency of occurrence of N-gram: 1. We retrieve
all messages of the given class. Proceed to step 2. 2. We form a common text from the
title lines and the main text of the messages. Proceed to step 3. 3. We divide the text into
sentences. We proceed to step 4. 4. We extract all possible N-gram and perform the calculation
of frequency.

Algorithm 2: Extracting the vocabulary of extreme words. 1. We extract the N-gram with
the frequency of occurrence according to the algorithm 1. Proceed to step 2. 2. Write the
N-gram from the text, that classified as "Emergency Newsto emergency dictionary if the
N-gram is missing from messages classified as "News".

The calculation of "emergency"performed, according to the formula presented in section
2, Related works. Two types of N-gram are considered for which calculation is performed.
The first type is N-gram with minFreq greater than 1 in two types of messages. The second
type is N-gram with minFreq greater than 5 in two types of messages.

Algorithm 3: calculation of "emergency"N-gram. 1. We extract the N-gram with the
frequency of occurrence according to the algorithm 1. Proceed to step 2. 2. We check that
N-gram from «Emergency News» is not among the N-gram from "News". If it occurs in both,
proceed to step 3. 3. If the N-gram occurs in messages of the class "News"and "Emergency
News"more or equal to minFreq (the minimum frequency of occurrence), then calculate for
its "emergency". Proceed to step 2.

In the work (Tain 2016), the author highlight the possible distortion of the results of the
third algorithm, caused by rare words. As a decision, only words that occur at least 5 times
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in both cases are taken into account. In this paper we denote this solution by minFreq. If the
frequency of occurrence of N-gram in both classes is greater than or equal to minFreq, then
"emergency"is calculated for it.

4 Results and discussion

Table 1 - Source data for dictionary extraction

Amount
News articles classified as «Emergency News» 2592
News articles classified as «News» 75.901

In Table 1 presented data about corpora, amount of news articles classified as «Emergency
News» and «News». General news is nearly 30 times more than emergency.

Table 2 - Algorithm 1 results

Amount
N-grams from «Emergency News» 483.052
N-grams from «News» 26.774.077

Amount of N-grams by algorithm 1 presented in Table 2. There are more news articles
classified as «News», because of this amount of N-grams is also more, almost 55.4 times.

Table 3 - Algorithm 2 results

Amount
Dictionary of emergency N-gram | 202.884

Table 3 shows that about 280 thousand N-gram occurs in news articles of both classes.
The rest is the dictionary of emergency N-gram.
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Table 4 - Top-10 most frequent from the dictionary of emergency N-gram

Dictionary key-words N-gram Frequency

1 | sBenmit morozpt (weather phenomena) 160.0

2 | nporuo3 Bakueijimux siBiaenuii morozpl (forecast of the 158.0
most important weather phenomena)

3 | Baxkueiimux saBennit morogsl (the most important 158.0
weather phenomena)

4 | aenenuit moroael uHdopmanun (weather phenomena 116.0
information)

5 | morojsl nadopmarmu (weather information) 116.0

6 | MpOrHO3 BaKHEHINUX ABJECHUN TOr0/IbI UH(MOPMAIUN 115.0
(forecast of the most important weather information)

7 | BaxkHejimux sBieHnit norojpl uHdopmaruu (the most 115.0
important weather information)

8 | moroger  wmHboOpMaru  duamana  prio (weather 98.0
information of the branch of the PPP)

9 | BaxKHEHIIMX ABJIEHUI TOro/bl WHMOpMaIuu duinaa 98.0
(the most important weather information of the branch)

10 | morozpt undopmarmn dbuarana (weather information of 98.0
branch)

All the phrases, from Table 4, within the current corpora are found only in messages of
the class "Emergency News". The top 10 emergency words are presented on the frequency of
their occurrence. All ten N-grams which are on the top connected with each other. Probably
the one very common sentence repeats in most of emergency news.

Table 5 - Algorithm 3 results

Amount
N-gram with computed «emergency», in case of minkFreq=1 | 280.168
N-gram with computed «emergencys, in case of minFreq=>5 19.293

The number of N-gram for which the "emergency"was calculated by algorithm 3 is shown
in Table 5. The calculations were carried out with minFreq equal to 1 and 5. As can be seen
with minFreq = 1, the amount of N-gram equals the number of N-grams not included in the
dictionary of emergency words by algorithm 2.
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Table 6 - Results of algorithm 3, minFreq = 1

“emergency” > 0 | “emergency” < 0 | “emergency”’” = 0
N=1 669 24018 1071
N=2 5852 41059 19030
N=3 7619 26843 31499
N=14 7554 20337 35338
N=5 6887 16480 35912

The number of N-grams with “emergencies” greater than 0, less than 0 and equal to 0 in
case of minFreq = 1 presented in Table 6. When “emergency” is equal to 0, it means that
N-gram occurred in the “NOTIFICATION” messages the same time as in “NEWS” message,
since in formula 1 we use logarithm. Here we can notice that amount of uni-grams is more
less than other N-grams.

Table 7 - Results of algorithm 3, minkFreq = 5

“emergency”’ > 0 | “emergency” < 0 | “emergency”’” = 0
N=1 223 6364 31
N =2 1040 4080 302
N=3 1141 1760 407
N=14 967 954 355
N=5 776 587 306

The number of N-grams with “emergencies” greater than 0, less than 0 and equal to 0
in case of minFreq = 5 presented in Table 7. Here bi-grams and tri-grams occur more than
other N-grams.

Table 8 - Top-10 N-gram with high «emergency» in case of minkFreq=1

“emergency ” N-grams “emergency” value
1 | mosBeMHBIX TOTIKOB (tremors) 4.532599493153256
2 | semuterpsicenne MarauTyoil (earthquake of magnitude) | 4.436751534363128
3 | cBenenuit onyrumoctn (sensibility data) 3.8918202981106265
4 | anmatsl rpanure (almaty border) 3.8501476017100584
5 | meronnveckas sxcreauims (methodical expedition) 3.713572066704308
6 | ceiicmosornyeckast (seismological) 3.713572066704308
7 | onbiTHO MeTomueckas (expertly methodical) 3.713572066704308
8 | ceficMoJiOrmYecKas ONIBITHO MeToauvecKas 3kcremunusd | 3.713572066704308

(seismological experimental expedition)
9 | ceficMoJsormyecKad OIIBITHO MeToandecKkast | 3.713572066704308
(seismological experimental methodological)
10 | ombiTHO  MeTOsMYecKasi  dkcneaurmsi  (experimental | 3.713572066704308
expedition)

The top 10, shown in Table 8, mainly consists of N-gram about earthquake. Indeed, these
words and phrases can rarely be found in the usual news. However, the result is slightly
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distorted due to words that usually appear together, for example, the phrases from 5 th to
10 th are from the same sentence and their “emergency” is also equal. Probably the whole
phrase is presented by 8 th N-gram. This means that usually people use the same sentence
construction when they write about earthquake.

Table 9 - Top-10 N-gram with low «emergency» in case of minFreq=1

“emergency 7 N-grams “emergency” value
1 ne (particle) -9.167328481382892
2 | Goitbramma (according to) | -9.105757331783742
3 TypaJisl (about) -8.835210463664092
4 6ip (one) -8.668711839055147
D kr (kg) -8.426173793029069
6 6ostaser (will be) -8.352554369474591
7 | memsekertik (the state) | -8.345455428161928
8 ko1 (road) -8.339261982923576
9 Gomel (was) -8.328934041955529
10 6yt (this) -8.294216292881348

The low "emergency"of N-gram at minkreq = 1 is presented in Table 9. These words
and phrases are more common in probably all news article, but they appear more in general
news. For example, 6 th and 9 th presents the time form of the same auxiliary verb, 4 th is
a number, 5 th the measure abbreviation. All N-grams, or more concrete uni-gram, are in
Kazakh language.

Table 10 - Top-10 N-gram with high «emergencys in case of minkFreq=5

“emergency 7 N-grams “emergency” value
1 | marauTymoit (magnitude) 3.040184036124825
00BbSABICHO MITOPMOBOE (storm announced) 2.929287174145838

3 | 0ObsIBIEHO — IITOPMOBOE  TIpeJylpexkjeHne  (storm | 2.929287174145838
warning announced)
4 | mporuo3 Baxkueiimux sasienuit (forecast of the most | 2.8965256234705428
important phenomena)

5 | Baxkmeitmux sBaeHnit (most important phenomena) 2.8965256234705428

6 | ropHBIX pailoHaX aJMaTHHCKON (mountainous areas of | 2.70805020110221
Almaty)

7 | k™ 1oro 3amaj (southwest km) 2.662587827025453

8 | semuterpsicenue (earthquake) 2.631089159966082

9 | mporuos Baxneiimux (forecast of the most important) | 2.608843551018762

10 | stmnenTp 3emierpsicerus (earthquake epicenter) 2.5508646175797978

Comparing the results from Table 8 and Table 10, you can see that the N-gram about
earthquake mostly appears in “Emergency News”. In table 10, where minimum frequency
value is equal to 5 in both classified news articles corpora, predominantly represented N-
grams about storm. We can say that “News” articles also often use N-grams about storms.
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Table 11 - Top-10 N-gram with low «emergency» in case of minFreq=>5

“emergency 7 N-grams “emergency” value
1 | men (I) -7.959683517398391
2 | xone (and) -6.909709889225459
3 | cbopmoii (team) -6.692827882439268
4 | ymiin (for) -6.665220379421287
5 | xaHa (new) -6.664153885765531
6 | Bcrpeun (meetings) -6.5789733956449306
7 | cymmy (amount) -6.354080143708786
8 | nmeer (has) -6.350594807621779
9 | mammux (our) -6.344173302776835
10 | mazxxwmiuca (mazhilis) -6.306275286948016

Table 11 shows words and phrases rarely found in emergency news. These N-gram more
characterize the news of the class "News".

The main distortion in results caused by list of stop-words, which is not full, because
of that dictionary contains abbreviations and not meaningful N-grams. Another problem
connected with absence of stemming support. The results could be more clear and effective
with applying of Russian and Kazakh stemming algorithm. Some N-grams, mostly uni-
grams, has equally popular variations. Here variations are N-grams with changed affix part.
Generally, they are the same, but dictionary extraction algorithm takes them as different
N-grams. For example: “ceiicmosoruaeckux’; “ceiicmosiorudeckuii’, “ceitcmosiornyeckas’”. All
previous words translated to English as “seismological”, they have difference only in affixes
that denote the number and gender of noun to which those adjectives connected. We should
take into account the existence of N-grams with place names, for example “Iloxkap B "AOy
Habu [Tnaza"”. The "A6y dabu [L1aza"is a name of building, but since such N-gram, “IToxap
B "A0y Habu Ilmaza'"”, does not appear in “NEWS” messages, it was written to dictionary.
Finally, during tests we have noticed that some notification N-grams do not appear in
dictionary, for example “Ilogzemunie Toraku”’. Each word exists in dictionary separately, but
not together. This situation is possible because such N-gram does not appear in “NEWS”
messages corpora and as a result the “emergency” could not be calculated. We should take
into account such N-grams.
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5 Conclusion

Table "Top 10"show that N-gram associated with accidents, assurance and search and
rescue (SAR) operations are most often found in the emergency messages body. To get
mostly full dictionary we can replenish results of Algorithm 2 (Extracting the vocabulary of
extreme words) with words and phrases from results of Algorithm 3 (calculation of N-gram’s
emergency) with "emergency"above some defined threshold value. We need to calculate this
threshold value since the results of Algorithm 3 showed that N-gram, most suitable for one
particular class, can occur in texts of both classes.

Future work. The results of extracting the vocabulary of emergency words and calculating
the "emergency"of words in the future will be used in identification of important part of text.
The importance of text unit will be defined via its local properties, the presence of N-gram
from dictionary, and global properties, the presence of nearby text units with high values of
local properties. It is planned to use this importance identification in automatic document
summarization.

This work was partially supported by the grant of the Committee of Science of the
Ministry of Education and Science of the Republic of Kazakhstan (project 3350/GF4 MON
RK).
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