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Modeling the processing of a large amount of data
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The definition of large amounts of data, Big Data, is used to refer to technologies such as storing
and analyzing a significant amount of data that requires high speed and real-time decision-making
when processing. Typically, when serious analysis is said, especially if the term DataMining is
used, hat there is a huge amount of data. There are no universal methods of analysis or algorithms
suitable for any cases and any volumes of information. Data analysis methods differ significantly in
performance, quality of results, usability and data requirements. Optimization can be carried out
at various levels: equipment, databases, analytical platform, preparation of source data, specialized
algorithms. Big data is a set of technologies that are designed to perform three operations. First,
to process large amounts of data compared to "standard" scenarios. Secondly, be able to work with
fast incoming data in very large volumes. That is, the data is not just a lot, but they are constantly
becoming more and more. Thirdly, they must be able to work with structured and poorly structured
data in parallel in different aspects. Large data suggest that the input algorithms receive a stream
of not always structured information and that more can be extracted from it than any one idea.
The results of the study are used by the authors in modeling large data and developing a web

application.
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Hapkenbaes I.K., on-Papabu arbiHgarsl Kaszak yirTeik yHEBepcuTeTi, Anmarsl, Kazakcras,
477012591891, email: dauren.kadyrovich@gmail.com

BigData mepekrepinin yiIkeH KoeMiH aHBIKTAY KOFAPbI KbLIIAM/IBIKTHL KOHE HAKTHI YAKBITTHIK
mrerntiMaep KaObLIIayabl Taaal eTeTiH JepeKTeP/IiH YIKEH KOJIEeMIiH CAKTay >KOHE TaJIay CUSIKTHI
TEXHOJIOTUSIJIAPIAbl  KOJIJIAHY VINIH [aiijlajJaHblIajibl. OJETTe, erep aHaJUTUKAJIBIK OHJIEYJIiH
MaHBI3IBLIBIFEL Ty PaJIbl alTKAHIA, ocipece, DataMining repmuni nmaiinasiansuran 60Jica, OJ1 YIKEH
JepekTepaiH, bap ekenmirin Oimmipemi. Ke3 kenarenm »karmaitmapma >kKoHe Ke3 KeJIreH akiaparT
KeJieMiHe coiikec KesieTiH ombebanm aHaj M3 HeMece ajaropuTMiep Kok. Jlepekrepmi Ttasimay
9IicTepl OHIMJITIK, HOTUXKE Calachl, KOJI YKETIMJIJIIK XKOHe JIepeKTep TajalTapblHa alTap/IbIKTa
epexkinesieneni. OHTailIaHabIPy TYPJIL JeHTeiiepie XKy priziayl MyMKiH: »KabIbIKTap, J1ePEKKOPJIap,
AHAJIUTUKAJIBIK IIaTdopMasiap, 6acTankbl JIepeKTepl MailblHIay, apHailbl aJropuTMiaep. Y JIKeH
JepeKTep — VI OIepaIusHbl OPBIHJAyFa apHAJFaH TEeXHOJOTHUSIAD YKUBIHTBHIFBI. BipintrineH,
"crapmapTThl" cleHapuilepMeH CaJabICTBLIPFaHIa OZAH Y/IKEH KOJIeMIl JepeKTepl oHIel aIaibl.
Exinmrizen, xejaes TYCKEH YJIKEH JI€PEKTEPMEH *KYMBIC *Kacail ajiafpl, SFHU JKail FaHa Kell eMec
VaKBIT OTKEH CalibiH JIepeK KojieMi kebeite 6epesi. YIiHImieH, ogap KYpbhLIGIMIAIFAH XKOHe HAIIap
KYPBUIBIMJIAJIFAH JIEPEKTEPMEH Op TYPJIi ACIeKTiJiep/ie TapaJlIesibIi TYp/e KYMBIC Kacail asybl
KazkeT. YJIKEeH OJIIeM/Il IEPEKTEP aJrOPUTMIEP] 9pJaiibiM KYPBhLIBIMIAIFAH AaKIIAPAT aFbIHBIH FaHa,
ajia GepMmeiisi, OChIIAH KON O TyifiHzeyre 0osanpl. 3epTTey HOTUKEJEDIH MaKaJjia aBTOPJIAPHI
VJIKEH OJIIMIEMI JepeKTep/Ii MOJAeabaeyae KoHe Beb-KochiMIna 93ipiey/ie KoIdany YCTiHIe.
Tyiiin ce3aep: Y/KeH o/IIeM Il JepeKTep, aKIIapaTThl OHIEY, TAJIAY, MOJIEIHIEY, diCTep.
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Ornpenenenne 6osbmux 00beMoB JaHHBIX, BigData, wucmosibsyercss jisi 0603HAYEHHMsST TaKUX
TEXHOJIOTUIl KaK XpaHeHNe W aHaJu3 3HAYUTEeTHLHOTO 00beMa MAaHHBIX, IPU 00pPabOTKE KOTOPBIX
TpedyeTcs BhICOKas CKOPOCTh, M IPUHSTHE PEIIEHUH B pesKuMe peabHOro BpeMmenn. OOBITHO, KOTIa
TOBOPSAT O CEPhE3HOM aHAIUTHIECKO 00paboTKe, 0COOEHHO eC/I UCTIOIB3YIOT TepMuH DataMining,
II0/IPa3yMeBAIOT, YTO JMAHHBIX OIPOMHOe KosimdecTBO. He cyIecTByeT yHHUBEPCAJIBHBIX CIIOCOOOB
aHaJU3a WU aJrOPUTMOB, MPUTOJHBIX JJIsi JIFOOBIX CIy4YaeB U JIFOOBIX 00bEMOB UH(OPMAIWH.
Meroapl aHa/M3a JAHHBIX CYMIECTBEHHO OTJIUYAIOTCHA JAPYT OT Jpyra IO MPOU3BOIUTEILHOCTH,
Ka4IeCTBY PE3y/IbTATOB, yAOOCTBY IpUMEHEHUsi W TpeboBaHWsM K JaHHBbIM. OnTuMu3amnus
MO2KET TPOU3BOJUTHCS HA PA3IUYHBIX YPOBHSX: 000pyIoBaHue, 0a3bl JAHHBIX, AHAJIATHIECKAT
waTdopMa, IMOAr0TOBKA NCXOIHBIX TAHHBIX, CIIEIINAIN3NPOBAHHBIE aJITOPUTMbI. BouibIie 1aHHbIe
— 3TO COBOKYITHOCTH TEXHOJIOI'Hil, KOTOpbIe INPU3BaHbI COBEPINATH TPH oOlepaluu. Bo-IepBbIX,
obpabarbIBaThL OOJIBINNE IO CPABHEHUIO cO "cTaHmapTHBIMHU" CIeHAPHUSMU OObeMBI JAHHBLIX. Bo-
BTOPBIX, YMeTh pabOTaTh € OBICTPO MOCTYHAIONUMA JTAHHBIMA B OYeHb OOJbImuX oObemax. To
€CThb JAHHBIX HE IIPOCTO MHOI'O, HO MX IIOCTOSHHO CTAHOBUTCs Bce Oosbie u Oosbine. B-tperpux,
OHHU JIOJIZKHBI YMETh PadoTaTh CO CTPYKTYPUPOBAHHBIME U IIJIOXO CTPYKTYPUPOBAHHBIME JAHHBIMA
IapaJsijieJIbHO B PA3HBIX acleKkTaxX. Dosibline maHHbIE IIPEIIOoJaraloT, YTO Ha BXOJ, aJIIOPUTMbI
[TOJIyYaiOT IMOTOK He BCErja CTPYKTYPUPOBAHHON MHQOPMAIMA M YTO W3 HEro MOXKHO HU3BJIEYb
6oJibIlle, YeM KAaKyI-TO OIHY HIeK. Pe3yibTarbl WCCAeIOBaHUs MCIOJIL3YIOTCS aBTOPAME IIpU
MOJIEJIMPOBAHUY OOJIBINAX JAHHBIX U PAa3pabOTKe BEO-IIPUIOKEHUS.

KuroueBbie cioBa: Bosbiime 06beMbl JaHHBIX, 00pabOTKa JAHHBIX, aHAIN3, MOJIEJIMPOBAHMUE,
METO/IBI.

1 Introduction

The analysis of a large volume of data requires a special technique, because when technical
difficulties arise, it is only necessary to use them with the force of force, i.e., to use powerful
equipment.

Of course, we can increase the speed of data processing, especially on modern servers
and workstations, with multi-core processors, mass memory and powerful disk arrays. How-
ever, there are many other ways to scale-up large-scale data that does not require enormous
hardware upgrades and endless hardware updates.

2 Review of literature

Consider the possibility of using a database management system. Modern databases cover
different mechanisms, which utilizes significantly the speed of analytical processing:

— During the analysis, the most frequently used data can be pre-processed and can be
stored in a special table in the form of multidimensional cubes in the database server ready
in the upcoming processing.

— Cache tables to basic memory. During the analysis, you can cache the most commonly
used data, such as definitions, by using the database resources. Reduces the access of the
drive to a smaller number of times (Sosnov, 2002).

— Split tables into sections and table spaces. You can place data on separate discs, indices,
and helper tables. This allows the parallel disk to read and write information to the database
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management system. In addition, the table can be divided into sections. For example, we can
use a logical table with historical data, when we need to divide it into small physical sections,
this small part is read and not read all the history data.

Increasing the speed of searching information from the database in other ways: trigger-
ing rational indexing, query scheduling, parallel processing of SQL queries, using clusters,
preparing data analyzed using stored procedures, database server triggers, and many of these
mechanisms can be used with free databases (Vishnevskii, 2009).

3 Methods and models

Integration of data includes the integration of data from different sources and the provision
of data to users in a unified form. This process becomes significant both in commercial tasks
(when two similar companies need to combine their databases), and in scientific (combining
research results from various bioinformation repositories, for example). The role of data
integration increases when the volume and need for data sharing increases. Data integration
systems can integrate data at the physical, logical and semantic level. Integration of data
at the physical level from the theoretical point of view is the simplest task and is reduced
to the conversion of data from various sources into the required uniform format for their
physical representation. Data integration at the logical level provides the ability to access
data contained in various sources in terms of a single global scheme that describes their joint
presentation, taking into account the structural and possibly behavioral (using object models)
data properties. Semantic data properties are not taken into account in this case. Support for
a single presentation of data, taking into account their semantic properties in the context of a
single ontology of the subject area, is ensured by the integration of data at the semantic level.
The integration process is hindered by heterogeneity of data sources, in accordance with the
level of integration. So, at integration on a physical level in data sources various file formats
can be used. At the logical level of integration, there may be heterogeneity of the data models
used for different sources or different data schemes, although the same data model is used.
Some sources can be websites, and others — object databases, etc. When integrating on a
semantic level, different ontologies can correspond to different data sources. For example, it
is possible that each of the sources represents information resources modeling a fragment of
the domain, to which its own conceptual system corresponds, and these fragments intersect.

The ability to increase speeds is not limited to optimize databases, and many things
can be done by combining different models. The editing speed depends on the complexity
of the mathematical device used. Analysis mechanisms are much simpler, the faster data is
analyzed.

The data processing scenario can make the data run by using the sio data model
(Glushakov, 2000). Here’s a simple idea: no need to waste time on the data that does not
require analysis. First of all simple algorithms are used. A part of the data that can be
processed by these algorithms and cannot be processed even more complicated, are further
analyzed. The rest of the data is replaced by the following processing steps, which are used
in the following complex algorithms and chains. The final node of the development scenario
uses the most complex algorithms, but the analysis data is several times smaller than the
original model. As a result, all data will be diminished according to the total time needed to
process.
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Figure 1 — Data processing using multiple templates

Here’s an example of how to use this approach. In solving the demand forecasting problem,
it is recommended to conduct an XYZ analysis, which will primarily determine how stable the
demand for various goods is. Products of group X are sold regularly, and the use of predictive
algorithms allows to obtain high-quality results. Products of Y are sold less often, so use of
predictive algorithms gives them a good quality forecast. Z The range of products is very
good, so it is not necessary to create these predictive models for them, and the need for them
is calculated on the basis of simple formulas, for example, the average monthly sales volume.
According to statistics, 70% of the product range is the product group Z. Products of Y are
25% and X-group products are 5%. Using a sophisticated model here is a 30% product only
for the goods. Therefore, the use of the above method reduces analysis and prediction time
by 5 to 10 times.

3.1 Parallel processing

Another effective strategy to process large volumes of data is to divide data into segments
and separate segments of each segment and further consolidate the results. In most cases, we
can say a few different subgroups of data. Maybe this is a group of consumers that can be a
group of goods that can lead to a particular model.

In this case, instead of creating all sophisticated models, there are few simple things to
do in each segment (Batini, 1992). This approach allows you to increase the speed of the
analysis and reduce the amount of memory. Also, in this case analytical processing can be
parallel, which also positively affects the time spent. In addition, models for each segment
can create different analyzes.

In addition to speeding, this approach has one more important advantage: several simple
models are easy to create and maintain apart from anyone else. The models can be launched
in periods and the first results can be obtained shortly.
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Figure 2 — Data segmentation and modeling

3.2 Representative selection

A representative selection is not all information, but some internal subset modeling can be
used with large amounts of data. Properly representativeized representation contains the
information needed to build a qualitative model (Blaha, 1997).

The analytical process is divided into 2 parts: modeling and applying it to new data.
Creating a complex model is a resource process. Depending on the algorithms used, data is
cached, scanned thousands of times, and auxiliary set of parameters is calculated. Applying
the model to new data requires dozens and even hundreds of times less resources.

Thus, the model is designed for a small number of sets and will be applied to all data in
the future. The result will be reduced to all data with full processing sequence.

Model
generation

Representative
Representation

Model Usage

Figure 3 — Sampling (Blaha, 1997)

There are specific ways to get a representative selection, using analytical techniques we
can analyze processing speed without losing quality. For example, sampling (The sampling
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approach, which is English translation, means sampling.). There are special ways to increase
sampling (see Figure 3).

3.3 New types of databases

Database — a set of interrelated data that can be used for a large number of applications,
quickly receive and modify the necessary information. Database models are based on a modern
approach to information processing. The structure of the database information allows to form
logical records of their elements and their interrelations. Interconnections can be: one to one,
one to many and many to many. The application of this or that type of interconnection is
determined by three models of the database: hierarchical, network, relational. The hierarchical
model is represented in the form of a tree-like graph. The advantage of this model is that it
allows you to describe the data structure both at a logical and a physical level. Its drawback
is a rigid fixed relationship between the elements. In this regard, any changes in relationships
require a change in its structure. In addition, the speed of access was achieved due to the
loss of information flexibility, i.e. it is impossible to obtain information located on another
branch of the communication in one pass through the tree. This model implements the one-
to-many type of communication. The network model of the database is represented as a link
diagram. In a network model, any kind of relationship between records is allowed; there are no
restrictions on the number of feedbacks. The principle of many to many is used. The advantage
of this model is the greater information flexibility in comparison with the hierarchical model,
but there is a drawback — the rigidity of the structure. If you need a frequent reorganization
of the information base, you use the most advanced model of the database — the relational
database, in which there are no differences between objects and relationships. The type of
connection of such a model is one to one. In this model, the relationships between objects are
represented as two-dimensional tables-relations. Since any data structure can be converted
into a simple two-dimensional table, and this representation is most convenient for both
the user and the machine, the overwhelming majority of modern information systems work
precisely with such tables, i.e. with relational databases.

Due to the growing volume of information, hard disk space is difficult to deal with (it is
relatively easy to solve some of the difficulties) and it is important to get timely access to the
data. Sophisticated caches can be used, but it does not help in the end. You can divide the
database into each part and insert each part into our databases. When the database volume
increases, the speed of the system decreases dramatically. One way to save time access is
to place the database in RAM (Obukhov, 2014). This technique is 100 times faster than a
rational method. The in-memory database, the IMDB database, uses the computer’s express
drive to store data, which means the Quick Storage Device is a place to store data in such
systems. Due to the fact that the cost of memory is rising day by day as a place of storage, it
is efficient and at speeds of data processing (Frenk, 2014). There are new types of databases
that can be self-analyzed to work with large volumes of data. Currently, this statement is used
by the general database. Terrada’s developers created the first self-analysis database (Bonez,
2005). Also one of the database types is the column data store. In recent years, a number of
database systems have been created, including MonetDB (Boncz, 1999), (Stonebraker, 2005)
and C-Store (Abadi, 2008), which store data on the column.
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4 Results and discussion

Analysis of large databases — this is a major scalable report, and in many cases it is not
actually solved. Modern databases and analytical platforms offer several ways to handle these
issues. If we use them efficiently, you can edit data terabytes that are accurate at speeds. The
results of the analytical study are used by the authors in modeling large volumes of data and
developing the Web application, and for improving the results of large-scale data processing
in the model coordination.

5 Conclusion

These methods are only a small part of the methods that allow you to analyze large amounts
of data. There are other methods, such as special scalable algorithms, hierarchical models,
reading windows, and more application. According to the design of these systems, these sys-
tems give a good result in performing some workloads, especially in database applications
with many requests, providing the desired results when reading data in a workload (Bal-
akayeva, 2013).

References

1

Abadi J. Daniel, Madden Samuel, Hachem Nabil. ColumnStores vs. RowStores: How Different Are They Really?, Pro-
ceedings of the ACM SIGMOD International Conference on Management of Data, Vancouver, BC, Canada, June 2008,
vol. 3, (2008): 57-61.

[2

Balakayeva G. and Nurlybayeva K. Simulation of Large Data Processing for Smarter Decision Making. AWER Procedia
Information Technology Computer Science, 3rd World Conference on Information Technology, vol. 03, (2013): 1253-1257

[3] Batini C., Ceri S. and Navathe S. Conceptual Database Design: An Entity-Relationship Approach. Redwood City, CA:
Benjamin Cummings, (1992): 185 p.

[4] Blaha M. and Premerlani W. Object-oriented modeling and Design for Database Applications. Prentise Hall, (1997):
201 p.

[5] Boncz P., Zukowski M. and Nes N. MonetDB/X100: Hyper-pipelining query execution. In CIDR, (2005): 324 p.

[6] Boncz P. A. and Kersten M. L. MIL primitives for querying a fragmented world. VLDB Journal, vol. 8, no 2 (1999):
101-119.

[7

Frenk B. Ukrashenie bol’shikh dannykh: kak izvlekat’ znanie iz massivov informacii s pomosh’iu glubokoi analitiki [Ex-
ploitation of most data: how to search for information from mass media analysts with help]. Moscow, (2014). 127 p.

[8

Glushakov S.V. Lomat’ko D.V. Bazy dannykh: uchebnyi kurs [Databases: training course|. Moscow: OOO "Izdatel’stvo
ACT", (2000): 504 p.

[9] Obukhov A. In-Memory. Baza dannykh v operativnoj pamjati [In-Memory. Databases in RAM], (2014): 128 p. http://ecm-
journal.ru/post/In-Memory-Baza-dannykh-v-operativnojj-pamjati.aspx

[10] Sosnov A. Osnovy proektirovanie informacionnykh sistem [Basics of projection of information systems|. Moscow: DMK
Press, (2002): 1020 p.

[11] Stonebraker M., Abadi D. J., Batkin A., Chen X., Cherniack M., Ferreira M., Lau E., Lin A., Madden S. R., O’Neil E.
J., O’'Neil P. E., Rasin A., Tran N., and Zdonik S. B. C-Store: A Column-Oriented DBMS. In VLDB, (2005): 553-564.

[12] Vishnevskii A. SQL Server. Effektnaya rabota [SQL Server. Effective work|. Sankt-Peterburg, (2009): 541 p.

ISSN 1563-0277 Journal of Mathematics, Mechanics, Computer Science Ne1(97)2018



