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For the mathematical model of a three-sector economic cluster, an optimal control problem is
posed on an infinite time interval. An optimal stabilization problem is considered for a single class
of nonlinear systems with coefficients depending on the state of the control object with constraints
on control. A non-linear stabilizing control has been found taking into account constraints to the
control, which depends on the state of the system and the current point in time. The results
obtained for a nonlinear system are used in the construction of control parameters for a three-
sector economic cluster over an infinite time interval. For the considering example, the optimal
distribution of labor and investment resources has been determined, which satisfy the balance
ratios. The given example illustrates the use of the proposing control method of a nonlinear
system.
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Y1 cexkTopJibl 9KOHOMUKAJIBIK, KJIACTEP/IiH, MaTeMATHKAJBIK MOJE VIIMNH YaKbITTHIH IIEKCi3
WHTEepBaJIbIHIa THiMl Oackapy ecebi Koitbuiaabl. Koaddumnuenrrepi 6ackapy 0ObEKTICiHIH,
KaJblll - KYHiHEH ToyeJili CBhI3BIKTHI eMec KyieHiH Oip KJacbl YIIH THIMII TYpPaKTaHIBIPY
ecebi kapacToipbLianbl. 2KylieHiH KaJblll - KyWiHEH »KOHE AaFbIMIAFbl YaKbITTaH TOyeJi
OosIaThIH OacKapyra KOUBIIFAH IMEKTEYAl €CKEepIill CHI3BIKTBI eMeC TYPAKTAHILIPYIIhI OacKapy
TabbLIbl. CBI3BIKTBI €MeC XKyhesep VIIiH aJIbIHFaH HOTHXKEJEp IMeKCi3 yaKbIT MHTPEBAJIBIHIIA
VIII CEKTOPJIbI SKOHOMUKAJIBIK, KJIACTepJiepre apHaJFraH OacKapylibl HapaMeTpJep/i KypacThIpy
OapbIChIHIA KOJAAHBLIAIBI. KapacThIPBLIBII OTBIPFAH MbICAJ VIOIH OaJIAHCTHIK KATHIHACTHI
KaHaraTTAHIbIPATHIH eHOEK YKoHe WHBECTHUIUSIIBIK PECYPCTAPIbIH, THIMII YIECTIpiMi aHbIKTAIFaH.
Kenaripirer MbIcag CBI3BIKTBI €MeC Kyieaepmi Oackapy oaicTepiHin THiMIl KOJIAHBLIYBIH
CUIIATTaiIbI.

Tyitin ce3mep: TuiMai Oackapy ecebi, YII CEKTOPJIbI SKOHOMEKAJBIK, KJjacrep, Jlarpas:x
KOOEHTKIITED 9iCl, CHI3BIKTHI eMeC XKyhesep, KBaIpaTThK, (PyHKIINOHAJ.

ISSN 1563-0277, eISSN 2617-4871  Journal of Mathematics, Mechanics, Computer Science, N.1(101), 2019



Stabilization of one nonlinear system ... 77

Crabuamn3anus OJHON HEJMHENHON cucTeMbl ¢ KO3 pUuimeHTaMn, 3aBUCIIIIAMMI
OT COCTOsIHUSI OObeKTa yIIpaBJICHUS
Mypazabekos 3.H., Kazaxckuii HanumoHa bHbIH yHUBEpCUTET UM. ajib-Dapabu,
r. Anmarer, Peciiybiuka Kasaxcran, murzabekov-zein@mail.ru
Mupzaxmemoa [ A. Kazaxckuil HallmoHaIbHOTO YHUBEpCUTETA WM. ajib - Papabu,
r. Anvarer, Peciiybsimka Kazaxcran, gulbanu.myrzahmedova@gmail.com

s MaremMaTndeckoil MOJEIN TPEXCEKTOPHOI'O SKOHOMUYECKOTO KJIACTepa CTABUTCI 3ajada
ONTUMAJILHOTO yIpaBJIeHUsT Ha OECKOHEYHOM WHTEpBaJjie BpPEMEHU. PaccMaTpuBaeTcs 3aada
ONTUMAJILHON CTAOMIM3AINN JJjId OJHOTO KJIACCA HEJUHEHHBIX CHCTEM C KO3 UInEeHTAMH,
3aBUCAIIIMU OT COCTOSHHS OOBEKTa yIPABJEHWS C OrPDAHUYEHUSMHU Ha yrpasieHus. Haiimeno
HeJIMHEeTHOe CTaOuUIn3upyIoliee yIpaBJeHNe C YIeTOM OI'DAaHUYEHHUil HA YIIpaBJieHHEe, KOTOPOe
3aBUCUAT OT COCTOSIHUSI CHCTEMbI W TEKYIIEero MOMeHTa BpeMeHu. lloydueHHBIE pPE3YIbTATHI
A7 HEeJIMHEHHONW CHUCTeMbl, UCHOJIb3YIOTCA IPU KOHCTPYUPOBAHUM YIIPABJIAIONINX IIapaMeTPOB
JUISE  TPEXCEKTOPHOI'O0 JKOHOMHUYECKOrO KJIacTepa Ha OECKOHEYHOM WHTEPBAJIE BPEMEHH.
Jns paccMaTpmBaeMoOro IIpUMepPa OIPEEJEHb ONTHMAJIBHOE PACIPEIEICHHEe TPYIOBBIX U
MHBECTHUIMOHHBIX PECYPCOB, KOTOPbIE Y/IOBJIETBOPSIOT OAJIaHCOBBIM cooTHOMIeHuAM. [IpuBenennbrit

IIPUMED WLIIOCTPUPYET UCIIOJIB30BaHUE IIPEJJIAraeMoro METO/IA YIIPABJIEHNST HEJTMHEWHOM CUCTEMBI.
KuroueBple ciioBa: 3ajada ONTUMAJIBHOTO YIIPABJIEHUs, TPEXCEKTOPHLIA SKOHOMUYECKHIT

KJIacTep, Mero MHOXKHUTe el Jlarpamka, HeqnHeiiHas CUCTEMa, KBaPATHIHBIN (DYyHKIIMOHAI

1 Introduction

In control theory, much attention is given to the problem of studying stability in nonlinear
systems and the problem of stabilizing nonlinear control systems. The theoretical basis for
solving linear-quadratic problems in some cases can be applied in the synthesis of control
actions for nonlinear systems. One of the promising and rapidly developing methods for
designing nonlinear regulators is a method based on the application of the matrix Riccati
equation. Recently, new control algorithms for nonlinear systems have appeared, based on
the use of the Riccati equations with coefficients depending on the state of the system. The
ambiguity of the representation of a nonlinear system as a system of linear structure and the
absence of sufficiently universal algorithms for solving the Riccati equation, whose parameters
also depend on the state, generate a set of possible suboptimal solutions. Therefore, it is
relevant to study nonlinear systems whose coefficients depend on the states of the system.

2 Literature review

To determine the place of our researches, briefly consider the known methods of synthesis of
nonlinear controlled mechanical systems. The existing methods for the synthesis of systems
can be divided into the following two groups: the Pontryagin maximum principle [1], the
Bellman - Krotov method (optimal control theory) [2,4|. The theory and methods of solving
this group of methods for the synthesis of systems are well known from the monographs
of L. S. Pontryagin and others [1], R. Bellman [2|, V. F. Krotov, and V. I. Gurman |[3]-
[5]. Undoubtedly, these methods are valuable and solve the problems of synthesis, when all
their prerequisites take place. Essentially, the maximum principle reduces the solution of the
original problem to a boundary problem for a system of ordinary differential equations with
two times more order than the order of the system itself[6]-[9]. Solving the latter is generally
quite a difficult task. Moreover, software control is determined, which is not always acceptable
for solving the problem of practice. The R. Bellman method of dynamic programming in the
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case of the smoothness of the so-called Bellman function reduces the original problem to
solving a partial differential equation of the first order|8|-[11]. In the general case, solving a
partial differential equation is a difficult task.

In technical and economic systems, there are many different types of nonlinearities; there-
fore, different approaches to constructing control laws that are rational with respect to a given
quality criterion [12] - [15].

In practice, there are a large number of optimal control problems for economic systems
that are nonlinear systems with coefficients depending on the state of the control object [16,
17].

It should be noted that the controllability criteria for nonlinear systems were obtained
in the work of J. Kleimka [19]. The stability studies of nonlinear systems were performed
by A.P. Afanasyev and others [12] and S.M. Lobanov and others [13]. M.G. Dmitriev and
others [14] investigate optimal stabilization for one class of nonlinear systems with coefficients
depending on the state of the control object over an infinite time interval. V.N. Afanasyev
and P.V. Orlov [15] consider a class of nonlinear systems for which there exists a coordinate
representation (diffeomorphism) that transforms the original system into a system with a
linear part and nonlinear feedback. In works [20,21], optimal control problems with using of
Lagrange multipliers for technical systems and a linearized system of the economic cluster
were considered.

3 Research method

This paper deals an economic system, which, by means of transformations, come down to an
optimal stabilization problem for one class of nonlinear systems with coefficients depending
on the state of the control object. Conversion is in progress of initial nonlinear differential
equation, which describes the initial control system, into a system with a linear structure,
but with parameters depending on the state of the control object. The use of a nonlinear
quadratic quality functional allows at the synthesis of control to carry out the construction
of the matrix Riccati equation with parameters not dependent of the state of the control
object. This approach is the basis for the synthesis of optimal nonlinear control systems. It
is proposed to use a combined method based on the construction of a nonlinear feedback,
which allows present the sought-for control in the form of a stabilizing control, dependent
on the state of the nonlinear system and the current point in time. In addition, this method
gives a chance to take into account the existing restrictions on the values of controls. The
obtained results for nonlinear systems are used in the construction of control parameters for
a three-sector economic cluster over an infinite time interval.

3.1 Three-sector economic model of the cluster

Consider the optimal control problem for the economic model of a cluster consisting of three
i = 0 (material sector), ¢ = 1 (fund-generating sector), i = 2 (consumer sector). The consid-
ered mathematical model consists of [16]:

a) three specific release functions of the Cobba-Douglas type:

XT; = QZA,k:f”, Az >0, 0<ao <1, (Z =0,1, 2), (]_)
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b) three differential equations describing the dynamics of the capital-labor ratio:
kz’ = —Niki + (8i/0)zi,  ki(0) = k??7 Ai>0, (i=0,1,2) (2)

c¢) three balance ratios:

So+81+s2=1, s9>0, s >0, s3>0 (3)
90+01+02:1, 90>0, 01>0, 92>0; (4)
(1= Bo)rg = Brr + Bawa, Bo >0, B1 >0, Bo>0; (5)

Here, the state of the economic system (capital-labor ratio) is described by a vector
(ko, ki1, ko), and (so, S1, S2, 6, 01, 63) - the vector of control (sg, si, s) - the share of
sectors in the distribution of investment resources, (g, 01, 62) - the share of sectors in the
distribution of labor resources); x; - specific output (the number of manufactured products
in the 7 - sector is counting for one worker); f; - direct material costs at production output
in the ¢ - sector; (i = 0, 1, 2). The initial state of the system is k), k¥, kI where is £ = k;(0)
the capital-sector ratio i, (i = 0, 1, 2) at ¢ = 0. The task of transferring a nonlinear system
from a given initial state (kJ, k?, k9) to desired state k3, k5, k3 over an infinite time interval
is considered [0,00). The system’s equilibrium state k5, kf, k3 is chosen as the desired final
state:

)i s _ o _ S0 Ar(kD)™
A n Xoto 7 Aoty

81A1 _1&1 T SoelAl(kig)al

The values of the capital-labor ratio k{ (i = 0, 1, 2) in equilibrium state depend on the
controls (sg, s1, S2, 0o, 01, 02) for which the values (s, s7, s5, 05, 05, 05) are determined in
the work [18].

3.2 Statement of the problem of optimal stabilization for a class of nonlinear systems
with coefficients depending on the state of the control object.

The task of transferring a nonlinear system from a given initial state to a desired state in an
infinite time interval is considered [t(, 00).

The mathematical model of the control object (2), we write in the form of a system of
differential equations in vector form:

y(t) = Ay(t) + BD(y)u(t) + B(D(y) — D(k*))v*,  y(to) = yo,  [to, o0); (6)
using next designations:

ylzkl—ki y2:k2—k§> yszk‘o—kéa

s0s s0s
Uy = 8§, — vs Uy = 8261 Uz = 8091 V5 = 5 5261 s 5091 — 8
- 1 - - 1 “1 - Y2 -
) 92 ’05’ 60 Ug’ ) 95 ) 8 3

filyr) = (o + kD)™, faly2) = (Y2 + K3)*2, f3(ys) = (ys + kg)™,

-0 0 A 0 0
A= 0 =x o |, B=[0 4 o[,
0 0 —/\1 0 0 Al
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(y1 + kD)™ 0 0 (k)0 0
D(y) = 0 (y1 + k7)™ 0 , DE)=1 0 (&)™ 0 |,
0 0 (y1 + k7)™ 0 0 (k)™

Ak* + BD(K*)v* =0

* *

Here y = (y1, 2, u3)* means vector the state of the object, u = (u1, w2, u3)

means the control vector.
Using the differential equation (6) and the balance sheet relations (3) - (5) describe the
control object in the following form:

y(t) = Ay(t) + BD(y)v(t), y(to) =yo, € [to,00); (7)
v(t) € V() = {vlmn(t) < v(t)=(E=D"(y)D(k*))v® < (t),t € [to,00); 1,72 € Clto, 00}

u(t) = o(t) = (E — D™ (y) D(k*))v*;

g(u,y,s,0)=0.

We will assume that system (7) is controllable. Matrices satisfy the condition of controlla-
bility, i.e. condition is performed rang[B, AB, ..., A" 'B] = n. Let a functional be installed
that depends on the control and state of the object:

o0

J(u) =+ / W (OQWY(E) + v* (O Ru(t)] di (®)

to

where Q(y) = KBD(y)R™'D*(y)B*K — KBD(k*)R™*D*(k*) B*K 4+ 0, — a positive semidef-
inite matrix, and R, D(y)- a positive definite matrix.

Task is set. It is required to find a stabilizing control u(y,t) that translates system (7)
from a given initial state y(ty9) = yo to the desired equilibrium state y(oo) = 0 over a time
interval [ty, 00), minimizing functional (8).

For the optimal control problem (7)-(8), a search is made for such a control v(y, t), so that
the equilibrium position in a closed system is asymptotically stable according to Lyapunov.
For this purpose, a method based on using of a special type of Lagrange multipliers was used

[20].

3.3 Solution of task of optimal stabilization.

To solve this assigned task let’s add to the expression for the functional (8) a system of
differential equations (7) with a multiplier A = Ky, and also the following expression

A (@) = u@)] + A5 (O)[ult) — ],

where Ay > 0, Ay > 0. As a result, we get the following functionality:
i 1 * 1 * * . *
Ly,v) = [{5y"Q)y + gv Rv + (Ky)"(Ay + BD(y)v — 9) + A (t)[n —v(t) +

to

+(E =D (y)D(k))v'] + A5 () [v(t) — (B — D™ (y)D(k"))v" — 7l } dt

(9)
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where K- is the symmetric positive definite constant matrix.
We introduce the following functions:

1
Viy.1) = 5y Ky (10)

M(y,0,6) = 2y (OQU)Y) + 50" (ORu(E) + (Ky) (Ay(r) +
+ BD(y)o(t)) + Xi(O) — v(t) + (B — D™ (y) D(k*))v’] + (1)
A (t) — (B — D7 () D(k*))v* — 7]

From the form of function (10) and (11), rightly the following representation of the func-
tional (9)

L(y,v) = V(yo, to) + /M(y,u,t) dt (12)

to
from the stationarity conditions for the functional (12), we obtain the control from the relation
Ru(t) = =D*(y) B"Ky + (M — A2) (13)
where the constant matrix K satisfies the algebraic matrix equation:
KA+ A*K — KBD(K*)R'D*(K*)B*K + Q, =0 (14)
Using the following designations:
Ai(y,t) = A= BDy)R™'D*(y)B'K,  ¢(y,t) = R [\ — X,

Ay, t) = Rmax{0; 1 —w(y, 1)} >0, Ao(y,t) = Rmax{0; w(y,t) —72} >0, (15)
w(y,t) = —(E = D™ (y)D)vs — R'D*(y) B* Ky

the differential that determines the law of motion of the system, we will present in the
following form

y = Ay, )y(t) + BD(y)e(y,t), y(to) = yo (16)

Note that the choice of multipliers A;(¢) > 0, A\a(¢) > 0 of the form (15) provides that the
conditions for complementary slackness are met

A —u@®)] =0, A@)[u(t) —22] =0

The results established for the optimal control problem (7) — (8) are formulated as the
following statement.

Theorem. Let Q(y)- be a positive semidefinite matrix, and R, D(y)- a positive definite
matrices in the interval [ty, 00). Suppose that system (7) is quite manageable at the moment
of time ty. Then, for the optimality of the pair (y(t),v(¢)) in problem (7) — (8), it suffices to
performance the following conditions:

1) the trajectory satisfies the differential equation

y=Ai(y,)y(t) + BD(y)e(y,t), y(to) =yo (17)
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2) management v(t) is defined as follows:

v(y,t) = w(y,t) +p(y,t). (18)

The matrix K satisfies the matrix equation (14), the vector function (y(t),t) is deter-
mined by the formula (15) in such a way as to ensure that the constraints on the control (7)
are satisfied.

4 Results and reasoning.

4.1 Algorithm for solving the problem of optimal stabilization of three-sector economic
model of cluster.

We describe convenient for implementation on computer an algorithm for solving an optimal
control problem (6) — (8).

1. Solve the system of algebraic equations (14) to determine the matrix K.

2. Integrate the system of differential equations (17) in the interval [ty, 00) under the
initial conditions y(ty) = yo. In the process of integrating the system (17), it is necessary to
print a graph of the optimal trajectory and optimal control v(t).

3. Let the system state y(t) and optimal control v(t) be found, then

u(t) =v(t) = (E = D (y) D))", filys) = (yi + k7)™,

Y BiAifi(yr) + BaAafo(yz)(1 — uy — v7)/(ua + v3) (19)
(1= Bo)Aofs(ys) (L —ur — vf)/(us + v35) + BoAz fo(y2) (1 — ur — v])/(uz + v3)

ensure the fulfillment of condition (5);

s1=1up +v], So = (1 —w)(1l —uy —v7), so =w(l —u; —7)
ensure the fulfillment of condition (3);

1 (1 —W)(]_—Sl)gl

. 0 . . W(]_ — 81>91
1+ so/(ug +v3) + so/(uz +v5)" (ug + v3)

91 3 60 - (’LL3 +U§)

ensure the fulfillment of condition (4);
Example. Were carried out numerical calculations on a computer with the following values
of the parameters (table 1):

Table 1: Parameter values for a three - sector economic cluster

I a | B A A; st o7 K

0 0.46 | 0.39 0.05 6.19 0.2763 | 0.3944 | 966.4430
1 0.68 | 0.29 0.05 1.35 0.4476 | 0.2562 | 2410.1455
2 049 |0.52 0.05 2.71 02761 | 0.3494 | 1090.1238

The optimal control problem is solved for the values of the initial state of the system y(to)
which are given in the following form:

y(to) = (—800, —400, 400)* (20)

and matrix R, ()1, K, have a form:
ISSN 1563-0277, eISSN 2617-4871  Journal of Mathematics, Mechanics, Computer Science, N.1(101), 2019
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10 0 O 16-10~* 0 0
R=[0 10 0|, Q= 0 8- 10~* 0 ,
0 0 10 0 0 8-107*
0.2033 - 1072 0 0
K = 0 0.1094 - 102 0
0 0 0.1090 - 1072

The results of the calculations of the state of the system are presented in Figure 1(a).
From Figure 1(b), it can seen that the optimal controls do not exceed the region defing by
the constraints.

4005,

200 oy

+0 50

- 40

- G0

- 20 -

0.34
-

024 1\ \
| \

0.1+ Y

T T d
o 30 40 30

(b}

Figure 1: Graphs of trajectories y(¢) (a) and optimal control u(t) (b).
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For the considering example, these restrictions are of the form:
—0.45 <wuy <045, —0.05<wuy <0.5, —0.05<u3<0.5 (21)

Here, the components of control u;(t) and uz(t) lie on the boundary of the region U in
the time interval [0, ¢;] and [0, ¢5], accordingly, then at ¢ € [t;, 00) t € [t2, 00) as they
enter inside the region U. Switching controls occurs at the moment of time ¢; = 2.193 for the
componentu; (t) and for ug(t) at to = 12.762. The optimal values of the system states at the
finite moment of time at 7' = 50: y;(T) = —0.6739-10~*;  yo(T) = —0.2068-107%; y3(T) =
0.6282 - 1072, and the optimal values of the controls at the finite moment of time at 7' = 50:
uy(T) = 0.3197-107%  uy(T) = 0.6089 - 10~%;  uz(T) = —0.1842 - 102,

—
ne - \\
0.7

0.6

0.5

0.4 -
0.3 - - ——
02 Fi

i ‘I{_
o1 .f

10 0 ) 40 s0

s1 —— 52 —-— s3]

(a)

T e e e — — — — —— —

z0 a0 40 50
b3
8l —— ez —-— 83|

(k)

Figure 2: Graphs of the distribution of investment (a) and labor resources (b) for balance
relations (3)-(5).
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Using formulas (19)-(21), the optimal distribution of labor (6,(t), 62(t), 65(¢)) and in-
vestment resources (s1(t), sa(t), s3(t)) was determined. Figure 2 shows the changes resources
that satisfy the balance relations (3)—(5). The values of investment (sy(t), s2(t), s3(t)) and
workforce (61(t), 62(t), 65(t)) at the end point of time at 7" = 50 tend to a stationary
state, with an approximation estimate: |s;(T) — sj| = 0.3197 - 107%; |[so(T) — s3] =
0.9437 - 1074 |s3(T) — s3] = 0.9757 - 10~%;  |04(T) — 63| = 0.3058 - 10~%;  |05(T) — 63| =
0.2646 - 1075;  |05(T) — 05| = 0.3323 - 10—,

5 Conclusion

An algorithm for solving the problem of optimal stabilization was developed and a nonlinear
control was found, that based on the feedback principle using the matrix Riccati equation.
A feature of the proposed approach is sufficient flexibility that determined by method of
transforming the original nonlinear system to a linear form with respect to control and with
coefficients depending on the state of the system. The use of a nonlinear quadratic quality
functional allows at the synthesis of control to carry out the construction of the matrix Riccati
equation with parameters independent of state of the control object.

The results obtained for nonlinear systems are used in the construction parameters of con-
trol for the mathematical model of a three-sector economic cluster. The equilibrium position
in a closed system is asymptotically stable according to Lyapunov. Controlling parameters
(19)-(21) are chosen in such a way that constraints on controls and balance relations (3)-(5)
are satisfied. For the considered example, the optimal distribution of labor and investment
resources has been determined, which satisfy the balance ratios. Figures 1 and 2 show the
optimal trajectories and controls that satisfy the specified constraints.
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