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In this paper was considered a parallel implementation of the Thomas algorithm for the 2D heat
equation. MPI was chosen as the technology for parallelization. The numerical solution of the two-
dimensional heat conduction problem was solved using the two step iteration process of alternating
direction implicit method (ADI). The Thomas algorithm is simple to implement a sequential pro-
gram, but difficult to parallelize due to dependent data transfers. When applying this method to
solve the 2D heat equation, there is a need to implement Thomas algorithm along each direc-
tion x-axis and y-axis. It was implemented the parallelization of this problem using the Yanenko
method using 1D and 2D data decomposition. In particular, in 2D data decomposition, the Ya-
nenko method was used along each x-axis and y-axis direction. In the article the speedup and
efficiency of parallel programs using 1D and 2D data decomposition were shown in the form of
tables and graphs. The presented algorithm was tested on a cluster of the computing center of
Novosibirsk State University for a different number of points in the computational domain (from
512x512 to 4096x4096). The obtained test results are presented and analyzed, on the basis of which
the features of the used decompositions are described.

Key words: high-performance computing, Thomas algorithm, Yanenko method, parallel comput-
ing, ADI method, MPI.

2D xkpuTyeTKI3rimTiK TeHaeyi yirin Kyasiay 9/iciH mapaJiesib/i »Ky3ere acbipy
Kenxebex E.T'., On-Dapadbu arsiagarsr Kaszak yiITTHIK yHABEpCUTETI
Asvarer k., Kazakcran, E-mail: kenzhebekyerzhan@gmail.com
Nmankynos T.C., On-Papabdbu arbiagarbl Ka3ak yaTThIK YHUBEPCUTETI
Asmvarter k., Kazakcran, E-mail: imankulov_ts@mail.ru
Morkepim B., On-®Papabu arbiagarsl Kazak yiITThIK yHUBEPCUTETI
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Axwmen-3aku [1.2K., Xanblkapasblk OU3HEC yHUBEPCUATETI
Anvarer k., Kazakcran, E-mail: darhan _a@mail.ru

Byn xxymbicta 2D KBUIYOTKI3MIMITIK TEHJEYIH KyaJay o/IiCiMeH HapaJsiesibi eCenTeyai Ky3ere
acelpy KapacTeipblirad. llapastenbaey texnosorusicel peringe MPI xar xkibepy uuTepdeiici
KOJIIAHBLIBL. 2KbITyoTKI3rimTikTiy, eki esmemai ecebiniy camapik rmenrimi ADI ozici apKbLibt
memimi. By omic TizbekTi OarmapiiamMaHbl iCKe achIpyda KaparaiibiM OOJIBIT TaObLIAIHI,
ajaiiga JepeKTepi KibepymiH, Toyesai OoJiyblHa OaiIaHBICTBI HApPAJLIETbICy KUBIH OOJIBITT
tabbLnabl. Ocbl oicTi Kosimany kesinge 2D KbLIyeTKISrIMITIK TEHJEYiH Ielry VIIH X KoHE Y
OoCh OarbITTapbl OOMBIHINA KyaJiay/bl OPBIHIAY KaXKeTTLIr TybIHJANIbI. 3epTTey »KYMbBICBHIHIA
TaHJIAJIFaH MBICAJI €Cell VITiH S HeHKo oicin Korganyaa aepekrepai 1D xone 2D nekommozunustiay
apKbLIbI TapaJjiebienyine cumarrama 6epiiren. Aran aiitkanmga, 2D gekoMo3unuscsbl Kesinmie,
KyaJIayIblH opOip X 7KoHe y 0Ch OarsIThl OofibiHITa HenKo oici Koamansuiasl. Makasraga 1D xome
2D mexkoMmosuIusaIapbl OONBIHINA MAPAJIIEIbIl aJTOPUTMIEPIIH YLyl »KoHe THIMIIJIr KecTeaep
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MeH TpaduKTep TYpiHAe KepceTiareH. YcobHbUIFaH ajaroput™m HoBocubupck MemtekeTrTik
VHUBEPCHUTETIHIH ecelTey OPTAJIBIFBIHBIH, KJIACTEPIHJIE ecelrTey OOJIBICHIHBIH, OPTYPJI HYKTesepi
yuin  (512x512-nen  4096x4096-ra  nefiin) ceiHasapl.  Tecriey HoTuKenepl aJbIHFAH 2KOHE
TaJaay »KacaJbIHFaH, COHBIMEH KaTap MaliJaJaHbIIFaH JIeKOMIIO3UIUSIAPABIH €PEeKIIeTiKTepi
CUTIATTAJIFAH.

Tyiiin ce3aep: Korapbl OHIM/II ecenTeyep, Kyasay o/ici, fAmenko oici, mapasmenbii ecenreyaep,
ADI saici, MPI.
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B pammHOil pabore ObLIa paccMOTpeHa MapaJijiesibHasi pPeaju3alldsi MeTOJa [POTOHKHU JJIsi
2D ypaBHeHHUsI TEILIOIPOBOSHOCTUA. B KadecTBE TEXHOJIOTMH I PACIapaJUIeIUBAHUs ObLI
BoiOpan wuHTepdeiic mepemaum coobmennss MPI. Ywucienmoe perrernne aByMepHOH —3a1axu
TEIJIOPOBOIHOCTU OBLI PEIIeH ¢ TOMOIIBI0 METOa IMPOJI0JILHO-TIONEPEYHOi mporonku. Merojt
[IPOrOHKU  SIBJISIETCSI IIPOCTBIM B peajiM3allui  II0CJIeJ0BATE/IbHON IIPOrpaMMBbI, HO CJIOZKHO
pacriapaJuie/inBaeMbIM U3-38 3aBUCUMbBIX [TEPECHLIOK JAHHBIX. [Ipu nmpuMeHeHUn JTaHHOIO METOJIa
st perrenust 2D ypaBHEHHUS TEIJIOIPOBOJHOCTYA BO3HUKAET MOTPEOHOCTH PEAM3AIU [TPOTOHKHU
BJOJIb KaKJOTO HAIIPABJEHUS X W y ocu. B pabore npuBeseHa ONMCAHUS PACIAPAJIICTHBAHIS
JAHHOW 3aJadM C TOMOINBI0 MeToma fHeHko mpum ucmoab3oBaumit 1D m 2D  mexommosurun
JaHHbIX. B wacTtHOocTH, Tipm 2D JIEKOMIIO3UITNHU, B/OJIb KAaXKJIOTO HAIPABJIEHUS ITPOTOHKHA OBLIT
ucroib3oBan Merol fuenko. B crarbe B Buie Tabiui u rpaduKOB IOKA3aHBI YCKOPEHUS
u 3G@EeKTUBHOCT MapaJUIEJbHBIX [IPOrpaMM mpu ucnojb3oBannu 1D u 2D  mexkommosunym
naHHbIX. [IpemcraBieHHBI aJrOPUTM MPOTECTUPOBAH HA KJIACTEPE BBIYUCIUTEIHLHOTO IEHTPA
Hosocubupckoro ['ocymapcrsennoro YHUBEPCUTETA [ PA3JIMIHOTO KOJIUIECTBA TOYEK PACIETHON
obmactu (ot 512x512 m0 4096x4096). ITosyueHHBIE PE3YIBTATHI TECTUPOBAHUSI TIPEJICTABIECHBI U

IIPpOaHaJINSUPOBaHbI, HA OCHOBaHUU Y€r'O OIINCAaHbI 0CODEHHOCTH HCIOJIb30BAHHBIX ,HeKOMHOSHL[HfI.
Kirouesble ciioBa: BBICOKOIIPOU3BOAUTEJIBHBIC BBIYHUCJICHUA, METO IIPOrOHKH, METO HHGHKO,

napaJuiesibabie Beraucienusi, Merox ADI, MPI.

1 Introduction

Currently, modeling of processes using the numerical solution of differential equations is
finding wider application in various branches of science. Since, the development of computer
technology and numerical methods contributes to the solution of such equations. The most
common methods reduce a differential problem to a system of linear algebraic equations
(SLAE). There are various Thomas algorithm types such as direct sweep, inverse sweep and
two-sided sweep to solve SLAE systems.

The Thomas algorithm is a direct method and attracts with its ease of implementation in a
sequential solution. The appearance and development of computing systems using multi-core
processors and graphics accelerators, actualizes the task of parallelizing Thomas algorithm.

In this paper was described the numerical solution of the heat equation and parallelization
of this problem for 1D and 2D decomposition using the Yanenko method, at the second stage
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of which the Thomas algorithm was used. The features of their implementation for working
on a computer system with parallel processes are also given.

2 Literature review

Currently, many problems describing physical processes are reduced to the need for a numer-
ical solution of systems of linear algebraic equations (SLAE). There are many works on the
solvability and convergence of difference schemes, among which the work [1] can be noted.
Methods such as the Thomas algorithm and the cyclic reduction method are used to find
solutions to such SLAEs. The cyclic reduction method is more difficult to implement, but it
is less affected, compared to Thomas algorithm, by rounding errors [2].

There are currently many articles on this subject. Among them, the following works can
be distinguished: in [3, 4], a combination of parallel cyclic reduction [5] and the Thomas
algorithm was proposed to ensure parallelism and computational complexity. In [6], a com-
putational solver based on the SPIKE algorithm [7, 8] was proposed. In [9], parallel algorithms
were formulated and analyzed for solving SLAEs using the counter-running method. Also,
the method proposed by N.N. Yanenko [10], which allows to reduce the original system with
a large number of unknowns to a system with the number of unknowns equal to the number
of processors. Such a system, consisting of parametric boundary processor points, is solved
by the Thomas algorithm. It is also possible to apply such methods as the counter-sweep
method, the parallel-cyclic reduction method. Also known is the parallel pipeline method
[11, 12| for solving many three-diagonal systems.

In [13, 14, 15] was shown the application of the cyclic reduction method for implementation
on a computer system with graphic accelerators, and in [16] was considered a solver based
on PCR. A hybrid method was developed in [17], which includes the Thomas algorithm and
parallel cyclic reduction. In [18], two-level parallelization of the Thomas algorithm (on shared
memory using OpenMP and on distributed memory using MPI) was considered to solve three-
diagonal systems that arise when modeling two-dimensional and three-dimensional physical
processes. Another option for parallelizing the Thomas algorithm is the dichotomy method
proposed by Terekhov [19]. The essence of the method is to divide the original area in half
at each step. For the two-dimensional and three-dimensional cases, a parallel matrix sweep
algorithm is used [20]. A parallel version of the alternating direction method is also known
[21]. In [22], a parallelization method for the Thomas algorithm on hybrid computers using
accelerators was considered. And also, in this work, the Yanenko method, the parallel pipeline
method, and various methods for the second stage of the Yanenko method are described
in detail. In [23], a comparison of the parallel pipeline method and the Yanenko method
was shown, at the second stage of which the Thomas algorithm was used, the results of
parallelization efficiency are also presented.

3 Materials and methods

3.1 Parallelization of Thomas algorithm

The parallelization of Thomas algorithm which was proposed by N. Yanenko called parametric
sweep method. The parametric sweep method of N. Yanenko was implemented by distributing
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a system of grid equations where at the boundary of processor elements are distinguished
so-called parametric unknowns [10]. Consider a system of linear equations of the following
form:

a;iri—y + b + i =di, i1=1,...,n—1,

(1)

bOxO + coT1 = do, ApTp—1 + bnxn = dn

Let each processor have the same number of points m=N/size, where N is the number of
unknowns and size is the number of processors. Thus, only part of the equations of system
(1) with numbers from (j-1)*m+1 to j*m, where j is the processor number, will be located
on the processor with number j. Denote x;,,, by z; and we will look for a solution to system
(1) in the following form:

T(j—1wmts = UiZj—1 + V25 +wg, J=1,..., s12€ (2)
where u,v,w are solutions of the following systems:

a;ti—1 + bt + cittipr = 0, UG_1ym = 1, Ujsm = 0;
a;Vi—1 + biv; + ciVip1 = 0, VG-1)em = 0, Vjum = 1 (3)

a;Ww;—1 + blwz + Wiy = di, W(—1)sm = O, Wisxm = O;

j=1,..,size, i=(j—1)«xm+1,....jxm— 1

The solutions of these three systems (3) can be found by Thomas algorithm, and indepen-
dently on each processor. We will call this stage of solving this problem - the stage of finding
pre-solutions. In the equations with numbers j*m from system (1), we substitute combina-
tions (2) instead of x. Thus, we obtain a system of three-diagonal equations for finding z;
having the following form:

Aijfl + Bij + Cjszrl = Dj, ] = 1, ceny size — 1 (4)
with coefficients:

By = by + cour, Co = cov1, Do = do — cown,

Aj = GjmUjim—1, Bj = @GjumVjim—1 + Ojum + CiamUjimt1, Cj = CjamVUjum+1,
Dj = dj*m — QjsemWism—1 — CjsemWjism+1, ] = 17 L) size — 17

Asize = GsjzexsmUsizexm—1, Bsize = bsize * M 4 AsizermUsizerm—1,

Dsize = dsize*m — GgizesmWsizexm—1-

We will call this stage the stage of finding boundary processor solutions. The dimension
of this system of equations is equal to the number of processors [15].

After finding the boundary-processor solutions, we restore the final solution by the formula
(2).
The Yanenko method consists of three stages: 1) finding the pre-solutions of u, v, w, 2)
finding the boundary-processor solutions of z;, 3) restoring the solutions of x;.

This computational algorithm has a high degree of parallelism, since the first and third
stages are performed in parallel on each processor, but the system solution for parametric
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unknowns (4) is performed sequentially by only one processor and requires communication
between MPI processes.

In this paper, the Thomas algorithm was used to solve the second stage of the Yanenko
method, which is consisting of boundary processor points. The formulas for the Thomas
algorithm are shown as follows:

Co do

_b_’ Bo = b_
0 0
. Ci . di —aiffi 1 . 1 . 1
o = —b—, Bi = b—’ 1=1,..,8ze —1,
i Qo i oG
o dsize - asizeﬁsize—l o . 1
Tsize = 5 , X = oyl + B, 1 =size —1,...,0.
size + AgizeVgize—1

3.2 Implementation of parallelization of the Thomas algorithm

The implementation on distributed memory computing system was performed using the MPI
standard. As we know, when solving two-dimensional problems using the method of ADI,
many systems of three-diagonal equations will be arise. It is used the Yanenko method to
solve such systems, and at the second stage of which the Thomas algorithm was used. This
task was performed with one-dimensional and two-dimensional data decomposition.

When using one-dimensional decomposition, the grid area is divided into horizontal stripes
(Figure 1).

J

size

Figure 1: One-dimensional decomposition

The implementation of the ADI method consists of two steps of iteration process. The
Thomas algorithm was used along each x-axis and y-axis. In Figure 1, the first step of iteration
process is indicated in red color, and the second step of iteration process is indicated in blue
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color. In the first step, the method is performed for each row independently on each MPI
process. Therefore, when using the Thomas algorithm at the first step, the boundary data
exchange between MPI processes are not required. However, at the second step, because of
the data decomposition between MPI processes it is used Yanenko method.

An example of decomposition along each direct sweep is shown in Figure 2. The boundary
processor parametric unknowns, which are determined in the second stage of the Yanenko
method, are indicated in green [24].

PE 1

- -

Figure 2: An example of decomposition between three MPI processes

The second stage of the Yanenko method requires additional MPI communication. In
order to complete the second stage, the boundary elements of the pre-solutions u,v,w were
collected from each MPI process using the MPI _Gather function. After sequentially finding
the boundary-processor solutions on the root process using the Thomas algorithm, we broad-
cast the data using the MPI _Bcast function. Then, each process having its own parametric
boundary unknowns and elements of the pre-solutions u,v,w and calculate final solutions by
equation (2) independently in parallel.

In a distributed memory computing system using two-dimensional data decomposition,
the grid area is divided into blocks (Figure 3). For this, we have constructed a two-dimensional
MPI Cartesian topology.

In Figure 3, the first step is indicated in red color, and the second step is indicated in blue
color. At the first and second step, where it is necessary to solve the three-diagonal equations
along the grid lines i and j, it is used the Yanenko method. That means the Yanenko method
was used along each x-axis and y-axis direction of the Thomas algorithm. When using two-
dimensional data decomposition, GridSize is the number of data blocks along each x-axis and
y-axis direction.

3.3 Numerical experiments

As a test problem, the two-dimensional heat equation is written in the following form:

a_U— 62_U+82_U+f< )
o~ “\ oz Oy? Y

here
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j 0o 1 2 . GridSizeX

GridSizeY

Figure 3: Two-dimensional decomposition

o = 17 f(ﬂj,y) = —3.
Initial conditions:
U(z,y,0) = 2? + 4

Border conditions:

U(0,y.t) =y* +
U(l,y, ):1+y +t
U(x,0,t) =2 +
Uz, 1,t) =1+ 2>+t

4 Results and discussions

A two-dimensional heat equation testing was carried out with an implicit approximation
scheme, where 512, 1024, 2048, 4096 points were taken in each grid direction.

Testing was carried out on the computing cluster of Novosibirsk State University (NSU)
[25]. In each computing node there were 2 Intel Xeon CPU E5-2603 (4 computing cores in
each).

For software configuration, Intel C ++ Compiler 15.0.2 (optimization level ~O3) was used.
The following Table 1,2 show averaged times based on several measurements.

Figures 4 and 6 show the speedup of parallel programs for 1D and 2D data decomposition
with different numbers of MPI processes. In these figures, we can see that in each process,
as the number of points in the problem increases, the speedup increases. However, for 1D
decomposition, when using 16 MPI processes, the speedup drops. This is because with an
increase in the number of processes, the necessary communication costs increase due to the
second stage of the Yanenko method. Therefore, for a 1D decomposition, the maximum of
the processes used was 16. And for 2D decomposition, the speedup increases up to 64 MPI
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Table 1: Parallel program runtime(sec) for 1D decomposition

N Number of processes

Grid Size i 5 1 3 G
512x512 1,26 1,87 | 1,51 | 1,75 | 3,69
1024x1024 | 6,57 6,33 | 4,43 | 4,61 | 8,04
2048x2048 | 30,01 | 22,8 | 13,63 | 11,53 | 15,68
4096x4096 | 125,01 | 93,32 | 54,89 | 42,92 | 39,88

Table 2: Parallel program runtime(sec) for 2D decomposition

1 Number of processes

Grid Size i ]38 16 [32 |64
512x512 1,26 1,09 | 0,78 | 0,61 | 0,56 | 1,12
1024x1024 | 6,57 3,99 | 2,64 |1,61]|1,36 |227
2048x2048 | 30,01 | 16,2 | 10,26 | 5,83 | 3,87 | 4,93
4096x4096 | 125,01 | 65,7 | 40,9 | 20,8 | 12,87 | 10,7

processes. The reason is when applying 2D decomposition, the number of processes along
each grid direction of Thomas algorithm decreases.

Figures 5 and 7 show the efficiency of parallel programs for 1D and 2D data decomposi-
tion with different numbers of MPI processes. We may notice that as the number of processes
increases, the efficiency decreases. For 1D decomposition, good performance indicators are
shown using 2 and 4 MPI processes. For 2D data decomposition, with an increase in the
number of MPI processes, performance indicators are more stable than when using 1D de-
composition. Therefore, when using 2D data decomposition, the task was launched up to 64
processes, which gives an advantage for reduce the computation time. The efficiency of 2D
data decomposition with large grid size is more stable than 1D data decomposition. As we
increase MPI processes number for 1D data decomposition with large grid size, the execution
time of the second stage of the Yanenko method increases due to data exchanges between
processes. For instance, if we launch a task using 16 MPI processes for 1D decomposition,
in the second step of ADI, in the second stage of the Yanenko method, communication is
performed between all the given 16 MPI processes. And when using 2D decomposition for the
same task, communication occurs between 4 MPI processes along per computation direction
of Thomas algorithm.
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3,5

»

1D decomposition

W 513x512

N 1024x1024

B 2048x2048

B 4096x4096

1 2 4 B 16
Mumber of processes, P

Figure 4: Speedup of a parallel program for 1D decomposition

1,2

1D decomposition

W 512512

B 1024x1024

W 2048x 2048

W 4096x4096

1 2 4 8 16
MNumber of processes, P

Figure 5: Efficiency of a parallel program for 1D decomposition
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2D decomposition
14
12
10
o
£ 8 512x512
E - W 1024x1024
b W 2048x 2048
a M 4096x 4096
2
o |
1 4 B8 16 32 64
MNumber of processes, P
Figure 6: Speedup of a parallel program for 2D decomposition
2D decomposition
1,2

W 513512

B 1024x1024
B 2048x2048

B 4096x4096

1 4 8 16 32 64
Mumber of processes, P

Figure 7: Efficiency of a parallel program for 2D decomposition
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5 Conclusion

This paper is devoted to apply Yanenko method as the parallel implementation of the Thomas
algorithm for solving the 2D heat equation. The numerical solution of the 2D heat equation
was used two step iteration process of the ADI method. Described the parallelization of the
Thomas algorithm using 1D and 2D data decomposition. For chosen test task of 2D heat
equation for 1D and 2D data decomposition, the speedup and efficiency was compared and
analyzed in detail. In particular, in 2D decomposition, the Yanenko method was used along x-
axis and y-axis direction separately. Therefore, using this research experience, one can use the
Yanenko method as a parallel implementation of the Thomas algorithm to solve the 3D heat
equation using the three step iteration process of ADI method in 2D,3D data decomposition.
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