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Exploration of student behavior patterns through digital footprints

Nugumanova A., S. Amanzholov East Kazakhstan State University,
Ust-Kamenogorsk, Kazakhstan, e-mail: anugumanova@vkgu.kz
Mansurova M., Al-Farabi Kazakh National University, Almaty, Kazakhstan,
e-mail: mansurova.madina@gmail.com
Baiburin Ye., S. Amanzholov East Kazakhstan State University Ust-Kamenogorsk,
Kazakhstan, e-mail: ebaiburin@vkgu.kz

In this experimental work, a set of Data Mining methods were used to reveal student behavior
patterns by analyzing their digital footprints in social Web. Data were gathered from open social
profiles of students learning at one of the universities in Kazakhstan. For this case study, 25
publications appeared in the students’ social feeds were selected, and students’ digital footprints
(namely, information about their likes on these publications) were fixed. Patterns extracted via
analysis of these footprints were compared with the results of psychological tests that were carried
out before; and finally, the degree to which both these findings corroborated and complemented
each other was assessed. Therefore, conducted experiments provided by R ecosystem demonstrated
the potential of proposed methods to analyze digital footprints for the sake of educational analytics.
Despite the fact that a very small set of data was used, the case study results are quite illustrative.
Key words: digital footprints, Data Mining, clustering, principal components analysis, R
language.

CaHapIK i31ep apKbLIbl CTYAEHTTEPIiH MiHe3-KYJIbIK 3aHAbLIBIKTAPbIH 3€PTTEY

Hyrymanosa A.B., C. Amamxkosos areingars! sreic Kazakcran memiiekeTik
yuuBepcureti, Ockemen K., Kazakcran, e-mail: anugumanova@vkgu.kz
Mancyposa M.E., oin-@apabu arbiagarsl Kasak yaTTeiK yHUBEpCcuTeTi, AJIMaTH K.,
Kazakcran, e-mail: mansurova.madina@gmail.com
Baitoypun E.M., C. Amamxkosos arsiggarel [breic Kazakcran MeMiekeTik yHUBEpCHTET,
Ockemen K., Kazakcran, e-mail: ebaiburin@vkgu.kz

Byn toxipubemik >KyMbICTa 9JIEYMETTIK >KeJijiepaeri CAaHAbIK 13/7epiH Taaaay apKbLIbl OKYIIbI-
JIAPJIBGIH MiHE3-KYJIbIK 3aHIbLIBIKTAPLIH aubiKTay yirin Data Mining omicTepinin, >KUBIHTBIFBI KOJI-
maubLibl. JlepekTep Ka3zakcTaHHBIH KOFAPBHI OKY OPBIHIAPBIHBIH OipiHAe OKUTBIH CTYICHTTEPIIH
allbIK, 9JIeyMeTTiK mpoduiaepiner ajablHabl. OChbl 3epTTEy VIIIH CTYIeHTTEP/IIH 9JIeyMeTTIK apHa-
JIapbIHA KipeTiH 25 KapusiIaHbIM TaHJIAJIIbI, KoHe op OaChLIBIMFA CTYACHTTEPIIH CAHIbIK i37epi
2Ka3bULIbl (cTymenTrepre YHaran GacbLIbIMIAD/bI ATAll OTKEH «YHATY» Gesirijiepi TypaJibl akia-
par). Ochl caHIBIK 137ep/Ii MHTEeJIEKTYAIbI TAJIAy APKbLUIbL AJbIHFAH 3aHIbUILIKTAD OYPBIH JKYP-
ri3ifreH ICUXOJIOTUSJIBIK, TECTTEPIIH, HOTHXKEJIEPIMEH CAJIBICTBIPBLIIBI 2KOHE COHBIH/A OChI HOTHU-
KeJiepIiH, ekeyi 6ip-OipiH pacTaiiThiH »KoHE TOJIBIKTBHIPATHIH Jgopexkeci barasanabl. Ocbuiaiiima, R
TIMIK nHGPAKYPHUIBIMMEH YKYPri3iireH Toxipubesep O6uIiM 6epy aHAJIUTUKACH YIITIH YCHIHBLIFAH
OiCTEPiH YKOFaphI 9JIeyeTiH KopceTTi. OTe a3 MoJliMeTTep YKUBIHTHIFBI KOJIAHBLIFAHBIHA KapaMar-
CTaH, 3epPTTEY HOTUKEIEP] alTap/IbIKTall HOTHKE I OOJIIbI.

Tyitin ce3aep: camabik i37ep, Data Mining, kmacrepusarius, Herisri kommonenTTepi Taamay, R
TiJi.
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UccnenoBanue maTTepHOB MOBEIEHUs CTYJEHTOB 4Yepe3 uxX IudpPOBbIE CJIEIbI
Hyrymanosa A.B., Bocrouno-Kazaxcranckuit rocysapcrsennbiii yauepcurer nM. C. Amamkososa,
r. Yerb-Kamenoropek, Kazaxcran, e-mail: anugumanova@vkgu.kz
Masncyposa M.E., Ka3zaxckuii HallmoHa IbHBIN yHEBEPCUTET UMeHHU ajib-Papabu, r. Aimarsr, Kazaxcras,
e-mail: mansurova.madina@gmail.com
Baitbypun E.M., Bocrouno-Kazaxcranckuit rocyiapcrBennbiit yausepcurer um. C. AMaHKOJIOBA,
r. Yere-Kamenoropek, Kazaxcran, e-mail: ebaiburin@vkgu.kz

B sroit sxcniepumenTaibHON pabore Habop MeTonoB Data Mining mcrob3oBaJics [ijist BbIsiBJIEHUST
MATTEPHOB MTOBEJEHNS CTYIEHTOB IIyTeM aHAJIN3a UX [IN(POBHIX CJIEI0B B COMMAJIBHBIX ceTax. /lan-
Hble OBLTN COOPAHDBI U3 OTKPBITHIX COMUAIBHBIX MPOQUIEH CTYIEHTOB, OOYIAIOMNXCS B OTHOM U3
By30B Kazaxcrana. it JTaHHOTO MCCIeI0BaHUsT OBLIN OTOOPAHBI 25 MyOIUKAITIH, TOMABIINX B CO-
[UaJbHbIE JIEBHTBI CTY/IEHTOB, U 110 KaXKJI0i mybaukanuy ObLin 3adUKCUPOBAHbI MM POBBIE CJIEIbI
cryznenToB (a umenuo, undopmanusa 06 orMerkax «HpaBuTcsi», KOTOPBIMU CTYIECHTHI BbLIEISAIN
noHpaBuBIInecd yosrkanuu). [laTTepHpl, U3BJI€YEHHbIE C IIOMOIIBI0 MHTEJUICKTYAJHLHOIO AHAJIU-
3a 9TUX IUMPOBBIX CJIEJOB, CPABHUBAJICH C PE3YIbTATAMU CUXOJOTHIECKUX TECTOB, KOTOPHIE
ObLIN ITPOBEIEHBI PaHee, U B KOHEYHOM UTOre ObLIa OIEHEHA CTeIeHb, B KOTOPOil 00a 9TUX Pe3yJib-
TaThl MOATBEPXKJIAIN U JIONOJHSIA JIPpYT Apyra. TakuM oOpa3oM, NpOBEJIeHHbIE SKCIIEPUMEHTHI,
obecriedeHHbIe NHMPACTPYKTYPOIi si3bIKa R, IIpoIeMOHCTPUPOBAJIN BBICOKHIA TIOTEHIINAJ TIPe Iiara-
€MBIX METOJIOB B IIEJIsiX 00pa30BaTe/ibHON aHamTHKU. HecMOTpst Ha TO, 9TO MCIOIB30BAJICS OY€HD

HeOOJIBITON HAOOD JAHHBIX, PE3YJIBTATHI UCC/IEIOBAHNS OKA3AIUChH JOCTATOYHO [TOKA3ATEIHLHBIMU.
KitroueBsbie ciioBa: mudpoBbie CjieIbl, MHTEIEKTYAJbHBIN aHAJIN3 JAHHBIX, KJIACTEPU3AIINS, Me-

TO/, TVIaBHBIX KOMIIOHCHT, A3BIK R.

1 Introduction

Digital footprint is a fairly general concept by which all possible actions performed by an user
in a digital environment are expressed [1, 2|. In this work, digital footprints means likes, put
by users to posts of other users in social networks. We rely on the methodology for assessing
and analyzing digital footprints, proposed by the authors of work [3]. These authors provide
an accessible step-by-step “tutorial for social scientists seeking to benefit from the availability
of big data sets”. They develop two complementary analytical approaches. We interested in
the first approach which is aimed to employ cluster analysis and dimensionality reduction to
extract patterns from large data sets. Unlike the original work, our data set is rather small,
but this did not prevent us from getting the same interesting results as the quoted authors.
The proposed methodology is described in the most general form in [4]. In this description,
there are 4 main steps:

1. open personal data of users of social networks (the so-called “digital footprints”) are
collected using special applications (i.e. parsers, Social web crawlers, and so on);

2. as a rule, users also fill out psychological questionnaires (tests);

3. the results of psychological tests can be compared with available open information
about user behavior on social networks.

4. all gathered data is not only analyzed using statistical methods, but also is used to
build predictive models with the help of machine learning algorithms.

Thus, the psychological and personal characteristics of users (for example, the level of
motivation, the degree of openness to the new, the level of subjective well-being, etc.) can be
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predicted only on the basis of their open data in social networks — publications, subscriptions,
likes, and this is a completely new way to get information about respondents [4]. For example,
in work [4], it is proved that only on the basis of Facebook likes a person’s gender and ethnic
origin can be determined with accuracy of more than 90%, a person’s age can be determined
with accuracy 75% and his or her openness to experience can be determined with accuracy
43%.

In educational predictive analytics, this approach can be useful for adapting teaching and
learning process, based on the personal characteristics of students. One of the most important
applications of predictive analytics today is to predict the behavior of students in order to
identify those of them who are inclined to drop out of university and therefore who need a
special attention.

2 Related work

As it says in [6], Internet provides vast opportunities for individuals to present themselves in
different ways, and personality-perception researchers have turned to studying social media
in order to ask whether a person’s digital traces can reveal aspects of his or her identity.
In this context, one of the most popular tools used in the assessment of personality, is
the "Big Five"model, also known as the OCEAN model [7] (see Fig. 1). According to this
model there are five basic dimensions of personality, namely openness, conscientiousness,
extraversion, agreeableness and neuroticism. The characteristics of these dimensions, which
we have derived from [6], are shown in Figure 1.

Individual has a variety of interests
and hobbies, enjoystravel and
adventure, and is comfortable with
change

— Openness

Individual is highly organized,
possesses leadership skills, and
prefers planned activity over
spontanecus behavior

—i Conscientiousness

Individual is sociable with many
Extraversion friends, outgoingand talkative, and
likely to participate in sports.

Individual is highly compliant,
— Agreeableness forgiving, and cooperative and may
be perceived as beinga pushover

Big Five

Individual is prone to depression,
anxiety, and low self-esteem, as well
as general negativeemationstoward

situations

— Meuroticism

Figure 1: Characteristics of Big Five traits (obtained from work [7])

For example, in [8] the Big Five questionnaire was used for self-reporting of 100 Facebook
users. Their profiles were then content analyzed by 35 observers for the presence of 53
cues. These were such signals as a profile picture, the number of friends, the number of
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quotes, the use of emoticons (smiles), status updates, comments on others’ posts, others’
likes, music listed, movies listed, etc. Although all 35 observers were unfamiliar with the
profile owners, nevertheless, they were able to accurately estimate such traits of Big Five
personality as extraversion, openness, conscientiousness and agreeableness. Only for such a
trait as neuroticism, the accuracy of diagnosis was low, and none of the considered signals
could be indicated as diagnostic warrant. According to the authors of 7], this finding is
consistent with previous studies, which claimed that neuroticism is a trait that is difficult to
judge on Facebook.

The authors of [8] analyzed 700 million words, phrases, and thematic concepts collected
from messages published on Facebook by 75,000 volunteer respondents who, in addition to
this, took standard Big Five personality tests. According to the authors, they found striking
differences in language depending on personality, gender and age. For example, the extrovert
vocabulary more often included words such as a party, guys, let’s, club, ready, tonight, love,
and the introvert vocabulary more often included words such as anime, internet, computer,
reading. Thanks to visualized word clouds, the authors were able to put forward new
hypotheses about the correlation of language with a personality type. The results showed that
emotionally stable people wrote about pleasant social activities, such as “sport”, “vacation”,
“beach”; “church”, “team” and the topic of family time. The results also showed that introverts
are interested in Japanese media and that those low in openness like to use social network’s
shorthands. In addition, authors use extracted open-vocabulary features to predict gender,
age and personality factors. They randomly sampled 25% of users as test data, and used the
remaining 75% as training data to build predictive models. Support vector machine was used
to classify the binary variable of gender, and ridge regression was used to predict age and
each factor of personality. Features were first run through principal component analysis to
reduce the feature dimension. The best accuracy of prediction reached of 91.9%.

In [9], three fundamental conclusions were made based on the results of a large
experimental study. First conclusion is that computer-based personality analysis based on
digital footprints (Facebook Likes) is more accurate than human-based analysis using manual
questionnaires. Second one is that computer models exhibit a higher degree of consistency
(less variation in scores). Third conclusion is that computer predictive models have higher
external reliability in predicting life outcomes such as substance use, political attitudes, and
physical health; according to some results, they even outperform self-esteem of personality.
The study compared the accuracy of human and computer personality judgments using a
sample of 86,220 volunteers who completed a 100-point questionnaire.

Authors of [10] also analyzed the ability of digital footprints collected from social networks
to predict Big Five personality traits. In addition, they explored the impact of various types of
digital footprints on prediction accuracy. The results of the analysis showed that the predictive
power of digital footprints corresponded to the standard correlation upper limit for behavior
that allows to predict presonality, with correlations ranging from 0.29 (agreeableness) to 0.40
(extraversion). In general, the results showed that the accuracy of prediction increased when
the analysis included demographic data of users and several types of digital footprints.

Authors of [11] examined prediction accuracy for Big 5 profile, Holland types, buying
behavior types, and Gardner Multiple Intelligence scores from the data on preferences of the
images from a pre-defined gallery. 1400 participants filled online questionnaires, and then
selected from 20 to 100 images from 300 predefined ones. Each image was associated with a
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set of tags belonging to 4 categories: objects in the image; general description of the landscape
or situation; verbs describing behavior of objects in image; and emotions associated with the
picture. The data was processed by the artificial intelligence module based on the gradient
boosting algorithm. The percentage of “liked” images in which certain tags were present was
used for prediction. 75% of the data was used to train the model, and the remaining 25% for
testing. The mean prediction accuracy reached of 0,83. Thus, the authors believe that their
approach is promising, i.e. the tasks associated with the selection of favorite images from the
gallery can be used to predict some psychometric characteristics, such as Big 5, Holland and
others.

In [12], a systematic literary review was presented which summarized studies on the
prediction of user demographic data based on digital footprints. Studies were included in
the review if they met the following criteria: (i) they reported results where at least one
demographic feature was predicted from at least one form of digital footprint; (ii) they used
automated predictive methods; (iii) they studied either explicit or implicit footprints. The
authors of the review analyzed 327 papers published before October 2018. In these reviewed
papers, 14 demographic attributes were deduced from digital footprints; the most studied
attributes were gender, age, location, and political orientation. For each of the identified
demographic attributes, the authors provided next information: a platform where digital
footprints were found, sample sizes, prediction accuracy, and classification methods used.

Work [13] proposed an approach for predicting consumer decision-making styles by
analyzing digital footprints on Facebook. Authors of the work obtained questionnaires and
various digital footprint contents from 3304 participants. Footprint contents included “Likes”,
“Status” and media-content such as photo and video. The authors randomly divided this
data in proportion 80/20, i.e., 80% for training and 20% for testing. Their experiments
demonstrated the efficiency of proposed approach.

In works [14, 15| methodological aspects of deep and big data studies of Facebook and
Instagram through methods involving the use of API data were discussed. Authors of work
[14] argued for three major issues: data quality, access and ethical considerations, whereas
the author of work [15] was focused on data access and validity.

3 Data and methods

3.1 Data acquisition

Data is gathered from open social profiles of 28 students learning at one of the universities in
Kazakhstan. It contains information about 25 posts which these students have liked or not.
The information is represented in the form of cross-tabulation matrix whose rows correspond
to students, columns correspond to posts and cells correspond to likes. In work [3] this matrix
is named as User-Likes matrix. If a student has liked a post, 1 is written at the intersection,
otherwise 0 (see Fig. 2). Also, Big Five personality trait profiles of these students are obtained
through the standard B5’s questionnaire before data gathering starts. Profiles represented in
the form of dataset whose rows correspond to students and columns correspond to five traits
such as Extraversion, Agreeableness, Conscientiousness, Neuroticism and Openness (see Fig.
3). The R system is used for data processing and mining.
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Name PO1 P02 P03 PO4 PO5 P06 PO7 P08 P09 P10
TaHwonnax HypasiGek 0 1
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(= = R = |
o o o

PuHat Kymawes
Payan Myxamxapoe
Haz3wim ABaexkaHoBa
Monaup Acsinbekoea
MepyepT Maynet 1 1
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Figure 2: A cross-tabulation matrix for students likes

Name Extr Agre Cons Neur Open
i i s 59 59 60 61 57
+ e ol 45 52 55 47 51
51 39 46 54 57
48 65 53 52 62
. 33 59 34 40 48
4 L 57 68 66 37 66
, 32 57 52 43 53
L i i b2 56 53 58 &1
A & 2 ca Lo Ad AQ

Figure 3: A dataset of the Big Five personality traits

3.2 Big Five Personality Data exploration

At first, Big Five personality trait profiles have been analyzed through principal component
analysis. There it is defined, that first 3 principal components of data explain 88,44% of all
information (see Fig. 4).

bigh <— read.csv2(" profiles.csv", dec=",")

pca <— prcomp(bigh, scale = F)

eig <— get eigenvalue(pca)

fviz _eig(pca, addlabels = TRUE)

var <— get pca_var(pca)

corrplot (var$contrib , method="square", is.corr = F)

The first principal component is a combination of neuroticism and extraversion. The
second principal component is a combination of neuroticism and conscientiousness. The
third principal component is concentrated primarily on extraversion. The fourth and fifth
components express high level of openness and agreeableness respectively (see Fig. 5).
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Therefore, these principal components express variables which correlate with each other.
For example, agreeableness correlates with conscientiousness, and openness correlates with
neuroticism (see Fig. 6).

Scree plot
51.4%

50-

40-

an-

20-

Percentage of explained variances

10-

Dimensions

Figure 4: Principal components of Big Five dataset

Then, Big Five dataset is clustered with k-means algorithm. Fig. 7 shows visualization
of cluster partitions over principal component 1 (Dim1) and principal component 2 (Dim?2),
and Fig. 8 shows the same visualization but over variable 2 (Agreeableness) and variable 5
(Openness). Clustering is necessary to gain deeper understanding of data structure.

km <— kmeans(bigh, 3)
fviz_cluster (km, data = bigh)
fviz _cluster (km, choose.vars = ¢(2,5), data = bigh)

3.3 Student-Like Matrix decomposition

The next step is singular value decomposition of the Student-Like matrix as it is described in
work [3]. Singular decomposition of the matrix is necessary to extract topics (dimensions) in
a given collection of posts and compare these topics to profile traits. It has been empirically
shown that in this case most appropriate number of dimensions is 6.

likes <— read.csv2("likes.csv")
M <— as.matrix (likes)

Msvd <— irlba (M, nv = 6)

u <— Msvd$u

v <— Msvd$v
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Figure 5: Composition of Principal components
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Figure 6: Correlations between big five traits

v_rot <— unclass(varimax(Msvd$v) $loadings)
u_rot <— as.matrix (M %% v_rot)

The relationship between SVD dimensions and Big Five personality traits is defined using
correlation (see Fig. 9). For example, the first topic is correlated to such traits as Extraversion
and Conscientiuousness, and the fourth topic is not correlated to any trait.

z <— cor(u_rot, bigh, use = "pairwise")
corrplot (z, method="square", is.corr = F)

Similarly, the relationship between topics and principal components (clusters) of Big Five
data can be defined (see Fig. 10).
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Figure 7: Visualization of cluster partitions over two first principal components
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Figure 8: Visualization of cluster partitions over two variables

z <— cor(u_rot, pca$x, use="pairwise")
corrplot (z, method="square", is.corr = F)

At last, posts with the highest varimax-rotated SVD scores can be defined as below.

top <— list ()

for (i in 1:6) {

f <— head(order(v_rot| ,i|, decreasing = T))
top [[i]]<—colnames (M) | f |

}
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Figure 9: Correlation between topics and traits
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Figure 10: Correlation between topics and principal components of Big Five dataset

For example, a post with the highest score in Topic 6 (Conscientiuosness, Extraversion
and Agreebleness) is P12. This post is about motivation to go forward without regard to
discouragement, opposition or previous failure. A post with the highest score in Topic 5

(Neuroticism and Openness) is P17. The content of this post is clear without a word (see
Fig. 11).
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Figure 11: The content of Post No 17

4 Conclusion

Further study of posts with highest scores reveals the strong relationship between clusters
defined through Big Five questionnaire and clusters defined through cross-liking. Thus, this
experimental work confirms the results obtained by the authors of work [3] and moreover
shows that these results can be obtained on smaller data sets. In other related work [4],
authors conduct a series of experiments to determine the predictive power of digital footprints
gathered from social media over Big 5 personality traits. They investigate how different types
of digital footprints impact on prediction of user traits and behavior. Results of analyses
show that the predictive power of digital footprints over personality traits is in line with the
standard and can improve when demographics and multiple types of digital footprints are
employed.

Therefore, the prospects for applying Data Mining methods to digital footprints analysis,
are difficult to overestimate. Such an analysis could be useful for predicting student
performance, for early identification of troubled students, etc. We plan that our future work
will be devoted to this.
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