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MAXIMAL REGULARITY ESTIMATE FOR A DIFFERENTIAL
EQUATION WITH OSCILLATING COEFFICIENTS

The paper considers a second-order differential equation with unbounded coefficients. Sufficient
summability conditions with the weight of the solution and its derivatives up to second order are
obtained. The equation studied is singular as it is defined in an infinite domain, and its coeflicients
may be unbounded. Its main feature is the rapid growth of the coefficient at of the first derivative
of the solution required, therefore the well-developed theory of the Sturm-Liouville equations is not
applicable. The equation studied and its multidimensional generalizations arise in the modeling
of the Brownian motion of particles, in problems of biology and financial mathematics. Their
well-known representatives are the Ornstein-Uhlenbeck and Fokker-Planck-Kolmogorov equations,
which have been actively studied since the first half of the twentieth century. On the other
hand, projection methods are well known in applications (e.g., Fourier or Laplace transforms),
which reduce partial differential equations with coefficients depending on one variable to ordinary
differential equations. Therefore, the present study is important for partial derivative equations
with unbounded coefficients. In contrast to previous works, the senior and intermediate coefficients
of the equation studied can be strongly fluctuating. In the proof of the main theorems, the authors
use their earlier result on the correct solvability of the mentioned equation.
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A.H. Ecbaes*, K.H. Ocnanos
JI.H. T'ymuiés arbiagarsr Eypasust yiarTeik, yauepcureri, Kazakcran, Hyp-Cynras K.
*e-mail: adilet.e@gmail.com
Tepb6eameni koadpdummenTti 6ip AuddepeHINAIABIK TeHJAey YIITiH MaKCUMAaJIIbI
peryJisipJjbIK, 0aracel

2Kymbicra kosdduimeHTTepl IIeHe/IMereH eKinii perTi nuddepeHImaliiblK TeHIey KapacThIPbI-
sgraf. [lenriM MeH OHBIH €KiHIT peTKe JIeHIHT] TYBIHABLIAPBIHBIH, CAJIMAKIIEH KOCHIHIBLIAHY Bl YITiH
JKETKUTIKTI mapTrap aJjblHAAbl. 3€PTTEJIeH TEHJEY CUHTYJISPJIbI, OfTKeHI OJI IMIEKCi3 00JIbICcTa
Gepinren, aj oubiH, Koaddurmentrepi meHesmeren 6osybl MyMKiH. OHBIH OACTBI epekImesiri -
mernriMAig, OGipiHmT peTTi TYBIHABICH AJIABIHIATBI KOI(MMOUIMEHTTIH KbIJIJaM OCYiHIe KaTbIp,
conbry, ocepinen ITypm-JIuyBuias TeHaey/IepiHiH, JaMbIFaH TEOPUSACHIH KOJJIAHY MYMKIH eMec.
SeprTesireH TeHJEY MEeH OHBIH KOIT ©JIIIEeM/ Il XKaJIIbLIayIapbl OOJIIIEKTeP IiH, OPOYHIbIK, KO3Fa Ibl-
CBIH MOJIEJIbIEY Ke3iHIe, OMOJIornsi KOHE KAPXKBLIBIK, MATeMaTUKa MOCeJIeJIePiHIe TYBIHIANIb.
Osapapis, Genrisi exiimepi - XX racbIpiblH, OIpiHIN KapThICHIHAH OacTan OeJiceH i Type
zeprrein Keje xarkaH OpaHirreitn-Yienbek xkone ®okkep-Iliank-Kosimoropos tenzeysepi.
Exinmi »KafbliHaH, TPOEKIUSIBIK, d7icTepai Kosianbin (Mbicasbl, Pypre Hemece Jlaniac Typies-
nipysepin) koaddunuentrepi 6ip alfHbiMaibFa Toye il Aepbec TYLIHABLIAPIATHL TEHJEYIePI
KapanaibiM auddepeHnuaaabK, TeHaeyaepre aabii Keayre 6osaapl. COHIBIKTAH, OYJI 3ePTTEYIiH,
koahdurmenTTepi MeHeIMereH repbec TybIHIbIIAPAATbl TEHEYIep YIIiH MaHbI3bl Oap. 3epTresin
OTBIPFaH TEHJEYIIH OCBIFaH JeiiH KapacThIPbLIFAHIAPIAAH afbIPMAIIBIIBIEGl - OHBIH 2KOFapIbI
JKOHE apaJiiblK Ko3dddunueHTTepi KbLIgaMm Tepbesryi myMmkin. Herisri TeopeMasapisl fomesnaey
Ke3iHJIe aBTOpJIap ©3JEPiHiH OChI TEHJECY/IIH, JYPBIC IIENIyiHe KATBICTHI AJIJbIHFbI HOTUKEJIePiH
naiiaJlaHraH.

Tyiitin ce3aep: exinmii perti AuddepeHINATIBIK, TEHIEY, ChI3BIKTH 1uddepeHITNAIIbIK TEHIEY,
IIeHeIMEereH O0JIBICTArEl UM PEPEHITHAIBIK, TEHIALY, MAKCUMAJIIbI PEryIsSpIbIK, TepoeaMert Ko-
apburmenTrep.
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O1eHKa MaKCUMaJIbHOII perysjsipHOCTu AJisd AnddepeHInaJIbHOr0 yPaBHEHUSI C
KoJieOmronmMucs KodduimeHTaMmu

B pabore paccmarpuBaerca muddepeHnmaabHOe ypaBHEHNE BTOPOTO TMOPSAIKA C HEOTPAHMIECH-
HbIME KO3 durmentamu. [loyueHs! T0CTATOYHBIE YCIOBHUS CYMMHUPYEMOCTH C BECOM PEIIeHUs U
€ro IPOU3BOJIHBIX BILJIOTH JIO BTOPOrO IOpsiiKa. V3yuaemMoe ypaBHEHHE SIBJISIETCS CUHIYJISPHBIM,
TaK KaK OHO 3aJ[aHO B OECKOHEYHOI obJsiacTh, a ero Ko3(M@UIMEHTH MOTYT OBITH HE OrpaHu-
9eHHbIMA. [JIaBHOI ero OCOOEHHOCTBIO SBJISIETCH OBICTPBI poCT Koddduimenra npu mepBoit
[TPOU3BOJIHON MUCKOMOTO DEIIeHNsI, M3-3a Yero He MPUMEHNMa XOPOIIO Pa3BUTAas TEOPHUsT yPABHEHUI
MIrypma-JInysumasa. Uccnemsyemoe ypaBHeHHWE W €ro MHOTOMEpPHBIE O0OOOIEHNsT BO3HUKAIOT B
MOJIEJINPOBAHNKM OPOYHOBCKOI'O JIBUXKEHHUsI YACTHIl, B 3ajadax Ouojiorud u (PUHAHCOBON Ma-
TeMaTuKu. VX WM3BECTHBIMM IIPEJICTABUTENISIMU SIBJISIIOTCsT ypaBHeruss OpHINTeliHA- YIeHOeKa U
Doxrxkepa-Ilranka —Koamvoroposa, KoTopble akKTHBHO HU3YJAKOTCs HAYWHASI C MEPBOHM ITOJIOBUHBI
aaganaroro Beka. C  JIpyroifl CTOPOHBI, B MPUJIOXKEHUSX XOPOIINO U3BECTHBI MTPOEKITHOHHBIE
Meropl (Hanpumep, upeobpazosanusg Dypbe miam Jlamiaca), KOTOpble CBOAAT yDaBHEHUS B
YaCTHBIX MPOU3BOJHBIX C KOIDPUIMEHTAMU, 3ABUCAIIMMU OT OJIHON TepeMeHHOH, K OOBIKHO-
BeHHBIM JudHepeHnraIbHbIM ypaBHeHusiM. [l03TOMy HacTosiiee WCCIeJOBAHUE BAYXKHO JIJIst
YPaBHEHUII B YACTHBIX IPOU3BOIHBIX C HEODAHMYEeHHbIMEH Kodddurmentamu. B ommuame ot
NPEIbIIYIMUX PaboT, CTapmii W TPOMEXKYTOUHBIN KOIMDDUIMEHTHI WCCIEIYEMOTO ypaBHE-
HUsI MOTYT OBITh CHJIBHO KoJeOsomuMucs. 1Ipu Joka3aresbcTBe OCHOBHBIX TEODEM, ABTOPBI
MOJIB3YIOTCsT 60JIee PAHHUM UX PE3YIBTATOM O KOPPEKTHOW Pa3peninMOCTy YKA3aHHOTO YPABHEHUSI.

Kurouessbie ciioBa: judepeHimalibHOe ypaBHEHNE BTOPOIO MOPsiiKa, JinHeiiHoe nuddepeHim-
aJIbHOE ypaBHeHUe, nudPepPeHIuaIbHOe YPaBHEHNE B HEOTPAHUYIEHHOU 00JIACTH, MAKCHMAJIbHAS
PeryJIsipHOCTD, KojebJronuecs: Ko3hhUIMeHTH.

1 Introduction

In this paper, we consider the smoothness properties of the solution of a second-order singular
differential equation

Toy = —p(x) (p(x)y) +r(z)y + s(@)y = f(x), (1)

where x € R = (—o00,+00), p is a positive and twice continuously differentiable function, r
is a continuously differentiable function, and s is a continuous function, f € Ly = Lo(R).

By Ty we denote the operator mapping from the set of twice continuously differentiable
and finite functions C’éz) (R) to Ly by the following formula

Toy = —p(z) (p(2)y) +r(z)y + s(2)y.

We denote by T the closure Tj in Ly space. The function y € D(T') such that Ty = f is said
to be solution of the equation ([1)).
The solution y € Ly of the equation is said to be maximally regular if the following
inequality holds
I=p(oy") lz + [Iry/lly + llsylly < C U fIly,

where C' > 0 does not depend on y, || - ||2 is a norm of L.
Some conditions for existence, uniqueness and maximal regularity of a solution of the
equation (1)) were obtained in our work [1]. There the relevance in theory and practical
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issues of studying this equation in the case when its coefficients can be unbounded functions
were also covered, and the case of tending to zero function p(z) in the leading term of the
equation was also studied. Naturally, the correctness of the equation assumes that there
are some relations between its coefficients. The equation is reduced to the well-known
Sturm-Liouville equation if the intermediate coefficient r(x) is absent or grows slowly, so
that r(m)g—g as operator is controlled by the sum of leading and free terms in the left part.
When these conditions are not met, the equation is investigated poorly.

The investigated equation and its multidimensional generalizations arise in Brownian
particle motion modeling, in biology and financial mathematics problems [2-6]. Their well-
known representatives are the Ornstein-Ulenbeck and Fokker-Planck-Kolmogorov equations,
which have been actively studied since the first half of the twentieth century.

In this paper, unlike [1] as well as [7], we will assume that the coefficients p(z) and
r(z) do not follow the weak fluctuation conditions. Such conditions usually appear when
evaluating the norm of the higher derivative of a solution to the second-order singular
differential equation. In [8] there is an example of a Sturm-Liouville equation with an
oscillating coefficient whose solution is not maximally regular.

The main result of the work is Theorem [2] We have proved the validity of the maximal
regularity estimate of a solution of the equation (|1)) when the mentioned coefficients p and r
can fluctuate rapidly.

2 Material and Methods

We rely on Lemma 1 obtained in [1], where the theorem of the existence and uniqueness of
the solution of the equation is proved and a uniform estimate for the norm of the solution
and its first derivative was obtained.

An auxiliary binomial degenerate differential operator associated with the equation (|1)
was investigated. Applying the method of local estimates developed in the work of
M. Otelbaev 9], we obtained a representation of the resolvent of its certain shift. Using this
representation we have proved the separability of the above binomial differential operator.
Then we applied the closed operator perturbation theorem in [10]. Here, the partition of the
real axis chosen by us depends on the dominant intermediate coefficient, which allowed us to
consider the case of strongly fluctuating coefficients.

3 Auxiliary statements
Consider the equation

loy = —p(py) +ry = F(x), (2)
Let D(ly) = C’éz) (R), and [ is a closure of the operator Iy by the norm of L,. A function

y € D(1) such that ly = f is said to be a solution of the equation (2)). Let u(z) and v(z) # 0
are some real continuous functions. We denote
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T % +o0 % 0 2 T %
Yup = Max | sup /uQ(t)dt /UQ(Zf)de , SuUp /u2(t)dt /U2(t)dt
>0 7<0
0 T T 0o

In |1, Teopema 3.1| the following statement is proved.
Lemma 1 Let p(z) > 0 is a twice continuously differentiable function, and r(z) > 1 is a
continuously differentiable function. Let
r

E Z 17 Y1,/7 < +-00, (3>

and there also exists a € R such that

a

ili}g p(x)exp —/;;%dt < +00. (4)

T

Then for any F € Lo the equation has a unique solution y, and for y the following
estimate holds

[vry' ||, + llyll, < C -
When the condition holds, the following inequality was also proved in [1]:

Iy, < H%zyu 5)
where y € D(1).

4 Main results

We use the following theorem in the proof of the main result which is Theorem [2 Meanwhile
Theorem [I] is of independent interest.

Theorem 1 Let 0 < p(z) < +00 is a twice continuously differentiable function and r(z) > 1
18 a continuously differentiable function for which the conditions and of Lemma are
satisfied. Suppose, moreover

px) r(z)

sup ——= < 400, sup ——= < 400, (6)

|qu7|<% P(TZ) \mfn\g% T’(n)

where k(n) = 4 is continuous and lim k(n) = +oo. Then the following estimate holds for

[n|—-+o0

the solution y of the equation (2)):

||_P (py/)/Hz + ”TyIHQ + Hsz <Gy Hf”z (7)
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Proof. By virtue of lemma 2.1 [9] and the condition (6] there is a cover of {A; J“f of the

set R (i. e. U A; = R) such that each interval A; = (a;,b;), where

j=1
b —a; < k<brT%>

- L —
J J 270 (bj_aj>7
2

can intersect with the others no more than ¢ times. There exists also a set of functions {;};
such that

OO

—+00
d i) =1, 9 € CR(A)).

Let pj(x), rj(x) and F;(z)
and F'(x), respectively, and A

(J

= 1,2,...) are restrictions on A; of the functions p(z), r(z)
>0 Consmler the following problem

lojay = —p;i(@) (ps()y) + [rj(x) + Ay’ = Fj(x), (8)

y(a;) = y(b;) = 0. (9)

We define the solution to the problem 9 @ as the function y(x), for which there exists
the sequence {yx(x)}; 25 from the set C’( ) of twice continuously differentiable and finite
in A; functions such that ||y, — y||L2(AJ) —> 0 and llojauk — fillaa,) — 0 as b — +o0o. We
denote by [;, (j = 1,2,...) the closure of the operator Iy ; with D(lo ) = C’éQ)(Aj) in the
space Ly(Aj). The functlon y € Ly(A;) is said to be the solution of the problem (8)), (9) if
y € D(l;,) and lj,y = Fj. It follows from the general theory of differential equations that
for any Fj € Ly(A;) the solution to the problem (§)), (9) exists.

Let us introduce the following notation: z =y’ (y € D(lo ), Lojaz = —pi(pjz) + (r; +
Nz, || - ll2a; = |- llzaa,)- Let 2 € D(Lgj,x). Integrating by parts we obtain

2
/ZLo,j,AZdZU = /Z(—Pj(sz)/‘|‘ (rj +A)z)dz = /(rj +A)2%dr = H V7Tt AZHzA

A A A

On the other hand, according to Holder’s inequality

2
/ZLOJ')\ZdI < / dz /
A;

Aj Aj
1
= H ———="Lojn\z

[N

1

(T’j + /\)_%Lo,j)\z ] + /\ 2z

aj‘ =

(11)

H\/rj + Az
2.A
2.7,
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From and it follows that

1
\/r-—l—/\zH <lle———Lonzll . 2 eD(Losy). 12
H J 2., = \/m 0.4, - ( 0,5 ) ( )
1=
Since z = 3/, we have
1 .
i+ Ay <|l——lyl . yecP)). 13
VR N o U o (8) (12)

]

Further, according to the well-known Friedrichs’s inequality

Iyllz, < C||v/r5 + 3

By virtue of and

VT 20 oa, + 9lloa, < (C+ D) Ejllan,,  yeCP(A)
According to ((12))

.y ecPay). (14)

2.,

<

1
Loz .
a S Tl ra e

TEA;

| v/

Hence, taking into account of the condition @ and the choice of A;, we have

1075 + Nl < sup v/ # 2|V e <
Y xGA] Q,A]
g ¢ inf \/rj + A H\/TJ + Az ‘ g C HLO,]’,)\ZH2A_ y R S D(LO’]”/\).
IEAJ' Q,Aj =7
Then
H_Pj@jz)/Hz,Aj + [|(rj + )\>Z||27Aj <Oy |‘L07j7AZ||27Aj , 2 € D(Lo,n)- (15)

Due to u we have
2
1505 Y s, + 105+ N s, + lyllas, < Ci llosallos, .y € G2, (16)

Since the [; 5 is closed, the inequality holds for all y € D(l; »), in particular, for a solution

of the problem (§)), (9).
Let L; is an operator from the set D(L;\) = {z € La(A;) : Jy € D(l;\),z = ¢/} in
Ly(Aj) by the following formula

Lixz = =pi(@)(pj(2)2) + (rj(z) + X)z.

Since R(L;,) = R(l;5) = L2(4;), and for all z € D(L;,) the inequality holds, the
operator L, is bounded invertible. We define the following operators for f € Lo:

—+00 —+o00

Byf ==Y PA@)g@)Liieif. M= > ei(@)Liieif.

j=—o0 j=—o0
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For any point x € R the sums in the right-hand sides are consisted of no more that £ + 1
terms, thus By and M, are well-defined.

Let Lyz = —p(x)(p(x)z) + (r(x) + A)z for any z = ¢/, where y € D(l). Consider the
operator LyM),. The operators Ly and L;  are same in the interval A;, therefore taking into
account the properties of ¢; (j € Z), we get

“+o0 —+o0
LAMyf =Y Lin(eiLiaeif) = Y (eilinLiaeif — p°¢iLi eif) =(E + B f,
j=—oo j=—o00
1. €.
LM, = E + B, (17)

Let’s estimate the norm of the operator B,.

400 2
||Bxf||§=/ Zp% aeif| dr <
oo 1d=—00
+00 2
<3 [Iramiestas 3 [|3 rariar] as
j_—ooA k=— OOA, j=—00

Due to ((12)

Cy sup p*(x)

P o flaa €~ o f
inAf (ri(z) + \) 285 S 14N "
[SYAVS

|0° oLy ity a, <

therefore, using the properties of the functions ¢ (z) (k € Z), we have

+oo CQ +o0
/W%L onfde < 25 T /soklﬂ dx =

k=—oox, TA

H“Z/souff T /(Zwk)wx—(

o) e

Thus,

IByfz < Cal€ + 1>(1H) 17113, f €L

Hence || B,|| — 0 as A\ — 400, so there exists Ao > 0 such that || B,|| < 5 for all A > A. It
follows from Lemma [1|that the operator L;l, the inverse of L), exists and is bounded in Ls.
From , by virtue of the well-known Banach theorem, it follows that

Li'=M(E+ By |[(E+B)™ <2, A= . (18)
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Let us now prove the estimate . According to and , for z € D(L,), we have

o+ M)2l2 = ||+ ML < 210100+ N Maf])2 <

+o0 +00
— 2 _ 9
<Cr )0 [0+ NesLineifll,a, <Cr Y sup (15 + ) |l 5, <
Jj=—00 j=—00 TE2I
+o0o 1 )
< C A\) —— , <C <C 2
< 73-2 sup (r+A) inf (r+ ) 13 fll2,a, g ol £ 12
=T xTe 3 =—00

So
[(r+M)zlly < Coll I, -

Hence, assuming A = 0 and z = 3/, we obtain an estimate . The theorem is proved.
Theorem 2 Let the functions p and r satisfy the conditions of Theorem and s 15 a

continuous function such that s, < 4oo. Then for any f € Lo the equation has a
unique solution y, and for y the following estimate holds

1= oy )|, + 73/ lly + 1+ [sDyllz < ClI£l2, (19)

Proof. Let z = at in (1)), where a > 0. Let us introduce the following notations

§) = ylat), pt) = plat), F(t) = r(at), 5(t) = sat), F(t) = a " Flat).
Then the equation is transformed to the following form

—p(py) + 7+ a "5 = f. (20)
Let us denote by [, the closure in Ly of the operator —p(py’) + 7y, defined in C’(()Q) (R). The
function 7(t) € D(l,) is said to be a solution of the equation (20)) if it satisfies the equality
l,g = [. Clearly, if the function y(z) is a solution to the equation (I]), then §(¢) is a solution

to the equation and vice versa.
It is easy to show that p and 7 satisfy the conditions of Theorem [I} so

=7 ) |y + 1175 1|y + 113lly < Cuu lally, V5 € D(la).

According to lemma 2.1 1] and the last inequality, we have
la™"57]l, < 207 e 1771l < 207 9, G [l -

Let us choose a = 4v,,C),, then ||a™57[, < 1 ||l.g]l,. According to the theorem 1.16 in [10]

(chapter 4) we get that the operator [, +a~'5E (where F is an identity operator) is reversible

and its range coincides with L. This means that the equation (20 is uniquely solvable for

any f € Lo, then the equation also has a unique solution y(z) = g(a™'x) for any f € Ly.
Applying Lemma 2.1 [1], we obtain the estimate

Isylly < 2750 79/l

from which, taking into account , it follows . The inequality implies uniqueness
of the solution of the equation . The theorem is proved.
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Example 1 Consider the following equation
— (14 5sin®€e”) [(1 + 5sin®e”) y’]’+ (4+2°+e*sin® e”)y + (2 +e"sine®)y = f(z). (21)

It is easy to check that for k(z) = 4 + 2? the coefficients of the equation satisfy the
conditions of Theorem |2} so for any f € Ly the equation has a unique solution y and for
y the following estimate holds

H— (14 5sin®e”) [(1+ 5sin®e”) y’]/

et esint ey, +
+ H(l + 2%+ €” sine“)yH2 < Cfflly-

5 Conclusion

A singular second-order differential equation with an unbounded variable coefficient at the
first derivative of the unknown function is investigated in the paper. Only positiveness is
required from the leading coefficient, i.e. the equation can degenerate near of infinity. In
addition, we have studied the case of rapidly fluctuating coefficients. We have obtained
conditions for the summability with weight of a strong solution of the considered equation
and its derivatives up to the second order. The obtained result theoretically extends the class
of coercive solvable differential equations of the second order. They can find application in
stochastic analysis, modeling problems in biology and financial mathematics.
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