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MACHINE LEARNING APPROACH TO PREDICT SIGNIFICANT WAVE
HEIGHT

To estimate significant wave height of ocean wave, a machine learning framework is developed.
Significant wave height and period can be used by supervised training of machine learning to
predict ocean conditions. In this paper we proposed a method to predict significant wave height
using Support vector regression (SVR). Buoy dataset taken from the Queensland government open
data portal the input from which were aggregated into supervised learning test and training data
sets, which were supplied to machine learning models. The SVR model replicated significant wave
height with a root-mean-squared-error of 0.044 and performed on the test data with 95% accuracy.
Comparing to forecasting with the physics-based model the Machine learning SVR model requires
only a fraction (< 1/ 1200th) of the computation time, to predict Significant wave height.

Key words: Machine learning, significant wave height, Support vector regression.
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ToaKBIHHBIH, ejiey i OuikTirin 6oJKayra apHaJIFaH MalllMHAJBIK OKBITY Herisimjaeri Tocia

MyxuT TOJMKBIHBIHBIH, eJ1ey/1i OMiKTIriH Oarajiayra apHAJIFaH MAITTHAJIBIK, OKBITY YKYiteCi KypbIJIIbI.
ToKBIHHBIH, e/1eyJ/1i OUIKTITT MeH TOJKBIH ITEPUOIbI MYXUT YKaFIaiflIapbiH 60/Kay VIITiH OaKblIaHa-
TBIH MAITUHAJIBIK OKBITY OapBICHIH/IA MTail/IaIaHbLIY bl MYMKIH. ByJT 2KyMbICTa TipeK BEKTOPHI 91icCi
Herizimyeri perpeccus kemerimen (Support vector regression — SVR) ToSKbIHHBIH, esieysii OuikTirin
6oskay otici yeurabLIIbL. Byit mepekTep xkubiabl KBUHCIEH T YKIMETIHIH AIlbIK, IePEeKTEp TOPTaJIbI-
HaH aJbIHIbI, Kipic JAepekTepi OaKbIIAHATHIH OKBITY MEH TECTLIey VIIH JePEeKTEep >KUBIHTHITHIHA,
OipikTipiaai. SVR Momesi TosiKbIHHBIH ejieyii 6uikririn 0,044 opraina KBaJIpaTTHIK KaTeiKIIeH
KOPCETTI >KoHe TecTiney aepexrepinge 95% mpnmikien GoiibIHIIA OpbIHIAIAbI. TOIKBIHHBIH, eJeyJIi
OUMIKTIriH (PUBUKAJIBIK MOJE/Ih Heri3iHae 00/KayMeH CaJIbICThIPFaH 1A, MAIIUHAJIBIK, OKBITY HEri3iH-
neri SVR mogeni aiitapibikraii a3 ecenrey yakpirbia (< 1/1200) kaxer eref.

Tyitin ce3aep: MamumHaJIbIK OKBITY, TOJKBIHHBIH, eJIey i OMiKTIiri, Tipek BeKTOPBI 9/ici Herizingeri
perpeccusi.
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Iloaxoma Ha OCHOBE MaIIMHHOIO O0YyYeHus IJIs IIPOrHO3UPOBAHUS 3HAYNTEJIbHON BbICOTHI BOJIHBI

Paszpaborana cucrema MaImHHOTO O0YY€HUS JJIsI OIIEHKN 3HAYUTEIBHONW BBICOTHI OKEAHCKON BOJI-
Hbl. 3HAYUTEJIbHASI BBICOTA U II€PUOJI BOJHBI MOI'YT OBITH UCIIOJB30BAHBI IIPU KOHTPOJUPYEMOM
MaIIMHHOM OOyYeHUN JjIsl TPOrHO3UPOBAHNS COCTOSIHUS OKeaHa. B jaHHOiT paboTe MpejIozKeH Me-
TOJI, /It IPOTHO3UPOBAHUS 3HAYUTETHHOM BHICOTHI BOJIHBI C TIOMOITBIO PEIPECCUU HA OCHOBE METOIA
OLIOPHBIX BeKTOPOB (Support vector regression — SVR). Habop manubix GyeB B34T ¢ HOpTAJIA OT-
KPBITBIX JAHHBIX MPABUTEIHLCTBA KBUHCIEH 1A, BXO/HBIE JJAHHBIE C KOTOPOTO ObLIN 00beINHEHbI B
HaOOPBI JAHHBIX /I KOHTPOJUPYEMOI'0 O0yY€eHNs U TECTHPOBAHUS.
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Mogesis SVR Bocripon3Boiniia 3HAIUTEIHLHYIO BBICOTY BOJIHBI CO CPEJIHEKBAJIPATHIECKON OIMIHOKOI
0,044 u BBINOHAIACH HA TECTOBBIX JAHHBIX ¢ TOUHOCTHLIO 95%. ITo cpaBHEHNUIO ¢ TPOrHO3NPOBAHUEM
3HAYUTEILHOW BBICOTHI BOJIHBI HA OCHOBE (bu3mdeckoit momenn, mis Momean SVR ¢ marmmmaEbIM
obyuenuem Tpebyercs 3HauuTebHO MeHbine (< 1/1200) BpeMeHr BbIYMCIICHHIA.

KimroueBsbie caoBa: Mammanoe oby4uenne, 3Ha9nMasi BbICOTa BOJIHBI, PETPECCUs HA OCHOBE METO/A
OIIOPHBIX BEKTOPOB.

1 Introduction

Many people are unaware of a single climate factor that can have a profound effect on the
living conditions and health of coastal people. Wave weather is the distribution of wave
signals measured at a given time and place, just as atmospheric weather is defined as the
"intermediate weather" of a given time and place. About 10% of the world’s population lives
within 20 kilometers of coastline and less than 20 meters above sea level (Kummu et al.
2016). For these people, hot weather can affect their daily lives like atmospheric weather. Big
waves can disrupt harbors and make boats dangerous, keeping fishermen and boats afloat
while their businesses suffer.

Surfers aside, there are basic reasons why information on wave conditions over the next
few days is important. For example, delivery routes can be made by avoiding rough seas
and thus reducing shipping times. Another industry that benefits from wave information is
the $ 160 B (2014) [1] marine fishery, which can improve harvesting activities accordingly.
Awareness of critical situations is critical to military and navy operations by Navy and Marine
Corps teams. Also, predicting energy production from renewable energy sources is important
in maintaining a stable electricity grid because more renewable energy sources (e.g. sun, wind,
waves, wave, etc.) are in between. In the deep penetration of the renewable energy market, a
combination of increasing energy conservation and improved speculation of energy prediction
will be required.

Waves can be defined by three distinct elements: wavelength, wave duration, and direction
of wave. The higher the tide, the more dangerous the boat conditions and the greater the
potential for the wave to form or erode beaches and coastal cliffs. The direction of the wave
is the way in which the wave comes to the observer.

In practice, it is difficult to measure these variables because the waves of different
wavelengths, heights and directions can mix and produce very confusing wave patterns.
Scientists and engineers use sophisticated calculations to solve the parts of the waves and
produce three common summarization calculations: critical wavelengths (H,), wavelength
(T,), and wave direction (6,,). These three figures are then used to describe the weather of
the waves, just as temperature, rain, wind speed and direction can be used to describe the
local climate. Commercialization and distribution of wave energy technology will require not
only addressing positive and regulatory issues, but also overcome technological challenges, one
of which can provide accurate predictions of energy production. The need for any prediction
is that the model that is properly represented is developed, measured and validated. In
addition, the model must be able to run fast and include the correct prediction details in its
predictions. A mechanical framework for this skill is developed here.

Because wave models can be awfully expensive, a new method of machine learning |2, 3,
4] is being developed here. The purpose of this approach is to train machine learning models
in the more realistic model of wave-based physics forced by atmospheric and ocean history
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conditions to accurately represent wave conditions (in particular, significant wavelengths and
feat). Computer costs are often a major limitation of real-time forecasting systems [6, 7].
Here, we use machine learning techniques to predict significant wave height by taking the
predictor and predict and variable into account from the dataset. While machine learning
were used to predict wave conditions [8, 9, 10, 11, 12, 13|, it has not been used in the context
of a surrogate model which can obtained highest accuracy with lowest root mean squared
error as defined below.

2 Wave modeling

2.1 Numerical Model

The Simulating WAves Nearshore (SWAN) code FORTRAN is a standard industrial tool
developed at Delft University of Technology that incorporates wave fields in coastal waters
forced by wave conditions at natural boundaries, oceans, and winds [14]. SWAN mimics the
energy contained in the waves as they travel in the ocean and disperse ashore. Specifically,
data on the surface of the ocean contains a wave-variance spectrum, or energy density F(o, ),
and these wavelengths are still distributed over wavelengths (as seen in the unused frame of
the current speed reference) with distribution directions common to rotate the stems of each
spectral object.

The bulk of the action is defined as N = FE/o, which is saved during the distribution
along the wave element before the current one. The appearance of N(z,y,t;0,60) in space,
x,y, and time, ¢, is governed by the action balance equation [15, 16]:

0_N+ acxN+8cyN n 5CJN+369N — Stot
ot ox dy do o0 )

. (1)
The left side represents the kinematic part of the equation. The second term (parent) describes
an increase in the wavelength of a wave in the opposite direction of the Cartesian space where
the ¢ is wave wave. The third term represents the effect of a change in radian frequency due
to differences in water depth and current mean. The fourth term presents a deeper reflection
and current practice. Maximum ¢, and ¢, distribution speed in the spectral space (o,6). The
right-hand side represents the dynamic sources of space and the sinking of all body processes
that produce, disperse, or disperse the wave energy (i.e., wave growth through air, offline
power transmission through three or four wave interactions, and wave decay due to white
extinguishing, collision, and depth).

Haas et al. [5] define wave power consumption as a function of the critical wavelength, Hs
and time wavelength, T". This information can be used to calculate wave power. Therefore,
the time limit of 7" and, in particular, Hs because J is proportional to the wavelength, is
necessary to predict the intensity of the wavelength.

3 Machine learning

3.1 Proposed method

Supervised machine learning regression models are tested to perform tasks of predicting
significant wave height. Support-vector Regression (SVR) constructs a hyperplane or set
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of hyperplanes in a high- or infinite-dimensional space, which can be used for regression
(Hs prediction), or other tasks like outlier’s detection. The function used to map a lower
dimensional data into a higher dimensional data though kernel. Two parallel lines drawn to
the two sides of Support Vector with the error threshold value, (epsilon) are known as the
boundary line. These lines create a margin between the data points.

3.2 Background

Python toolkit SciKit-Learn [34] was used to access high-level programming interfaces to
machine learning libraries and to cross validate results. Machine learning have shown the
greatest potential for pattern recognition in large data sets. Consider that a physics-based
model acts as a non-linear function that converts input (wave signals and variable ocean
currents and wind speeds) to output (spatially variable Hs). The predictor and predict and
from buoy data can be collected in input vector, x, and output vector, y, respectively.

Because the purpose of this effort is to develop a framework of machine learning to
effectively predict Hs from buoy data, the nonlinear function mapping inputs to the best
representation of outputs, ¥, is sought:

9(z;0) =7. (2)

The machine learning sufficiently trained model provides a mapping matrix, ©, which is
a machine learning data model driven by vector-matrix functions included in (3).

The Python Toolkit SciKit-Learn [21] has been used to access high-level frameworks for
cross-validation results and python machine learning libraries. Machine learning SVR model
is used considering the root mean squared error, less training data for better prediction and
is faster to compute output (more on this later).

3.3 Training dataset

Cairns wave monitoring of Queensland Coastal weather Observation data from Datawell
0.7 m Waverider Buoys were downloaded. Measured and derived wave parameters from data
collected by a wave monitoring buoy anchored at Cairns (1 Jan 2020 to May 2020). The
dataset has six fields: Hs, Hmax, Tz, Tp, Di_TpTrue and SST. These fields are defined in
table (2). There were 130 occasions when data from wave monitoring buoy at cairns were
missing. Those missing values were deal using feature engineering by replacing them with the
average values. These data were compiled into X vectors. In total, the design matrix X has
4,369 rows and 7 columns. - -
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Table 1. Dataset fields (Attributes)

Field Definition

Significant wave height, an average of the highest third of the
Hs waves in a record (26.6 minute recording period)

The maximum wave height in the record The zero upcrossing
Hmax wave period
Tz The zero upcrossing wave period
Tp The peak energy wave period

Direction (related to true north) from which the peak period
Dir Tp TRUE | waves are coming from
SST Approximation of sea surface temperature
Date Time The Date and time of the record

For SVR algorithms, Y is composed of the 4,369 model runs (rows), each of which contains
7 attributes (columns) defining the H's field.

Note that in practice, data on design matrices is pre-processed. Specifically, X undergoes
a generalized global variable (e.g., all existing members are measured so that their total
distribution is Gaussian with zero mean and unit variance). Here, no pre-processing of SVR’s
Y is required.
~ Data X and Y were randomly divided into two groups to form a training data set
consisting of 90% of 4,369 rows of data and test data sets the remaining 10%. The mapping
matrix is calculated using training data and then used in the test data set and RMSE between
the vector of the test data, y, and its machine learning representation, 7 is calculated.

The SVR algorithm needs to be supplied only by X and the vector of the H's value column
compiled as y. Data were further subdivided into two groups with 90% of z vector randomly
assembled in training dataset and reserved the remaining for testing. The SVR model returns
three files; the first describes the normal change applied to z, the dot product taken with the
mapping matrix © described in the second file, and the third file is used to convert y back
to the characteristic Hs. B

3.4 Support vector regression model

In training data set Xn is a multivariate set of N observations with Yn response value
observed. To find the linear function (4) and make sure it is as flat as possible, find f(x)
having minimal norm value

flx)=2"B+0b (3)

(8, 5). This is constructed as a convex optimization problem to minimize (5) subject to all
residuals

1

I = 588 @

having a value less than ¢; or, in equation form (6):

Vn:ly, — (2,8 +0)| <e. ()
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It is possible that no such function f(z) exists to satisfy the constraints of all points.
To deal with impossible obstacles, enter the slink én and £ * n variables for each point. This
approach is similar to the concept of "soft margin" in SVM segmentation, because the flexible
flexibility allows regression errors to exist until the én and € * n values, but still satisfy the
required conditions.

The inclusion of slack variables leads to the primal formula, also known as the objective
function [25]:

Jw>=§my+05§@m+§) (©
Subject to: -

Vn oy, — (2,8 +b) < e+&, (7)

Vn (2, 84+0) =y e+ & (8)

Vn & >0 (9)

Vn &, >0 (10)

Constant C' is the limit of the box, a positive numerical value that controls the penalty
placed on the observation which lies outside the epsilon margin (¢) and helps prevent over-
fitting. This value determines the trade-off between f(z) fatness and the value until the
deviation greater than e is tolerated.

The linear loss function of e-insensitivity ignores errors that are in ranges of € distance
of the observed values by considering them as equal to zero. Loss is measured based on the
distance between the observed value y and the € boundary. This is described by

Lo i - @)l <e
c ly — f(z)| —e Otherwise

(11)

In most of the linear regression models, the objective is to minimize the sum of squared
errors. For example, take Ordinary Least Squares (OLS). For OLS with one predictor
(Maximum wave height) the objective function is as follows:

MINZ(%‘ — w;;)’ (12)
=1

Where y; is the target, w; is the coefficient, and x? is the predictor (Maximum wave
Height).
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Ridge, Lasso and ElasticNet are all extensions of this simple equation, with an additional
penalty parameter, Correlation-based Feature Selection (CFS), that aims to minimize
complexity and reduce the number of features used in the final model. The aim is to reduce
the error of the test set.

In contrast to OLS, the SVR’s objective function is to reduce coefficients — in particular,
the [2-norm of the vector coefficient — not the squared error. The term error is rather handled
in constraints, where we set the absolute error below or equal to the specified margin, called
the maximum error, € (epsilon). We can tune the epsilon to get for our model the desired
accuracy. The new objective function and constraints for our model are as follows:

M. . . 1 2
inimize |w|%, (13)
Subject to |y; — (w,z;) —b| < ¢

Where z; is a training sample with target value y;.

The inner product plus intercept (w,z;) — b is the prediction for that sample, and ¢ is
a free parameter that serves as a threshold. The Kernel applied here is RBF(Radial basis
function) due to non-linearity in the data set.

T
0.2 o3 o4 05 0B o7 oB o3 1D
Actunl

Figure 1: Scatter plot showing the actual and predicted values for Hs. The Swan model values
horizontally on X-axis and SVR predicted values are represented by Y-axis vertically.

The SVR model effectiveness was evaluated according to the accuracy percentage in
predicting H s value. In the SVR results no bias was observed and 95.7% of the time correctly
predicted the characteristic Hs in the test data set. The scattered plot in Figure 2 visualize
the characteristic Hs from SWAN and the SVR representation which revel that there is no
outlier found with the final model.

The problem of regression is to find a function that approximates mapping from an input
domain to real numbers based on a training sample. To analyze the performance of SVR, the
model was trained on 90% of the dataset and the remaining 10% was allocated as test data.
The accuracy of SVR was 95% on test dataset with a root mean squared error of 0.044.
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Figure 2: Plot visualizing the actual and forecasted values for Hs against time series. Blue
indicate the actual Swan model Hs while the orange represents SVR predicted Hs.

4 Discussion

Advanced machine learning models have been developed here to create improved mapping
matrix (or vector) and pre- and post-processor functions, to predict significant wave height.
Instead of the historical data used to create an input vector, x, now the weather data can
be used. In order to work with the weather mode, the data from buoy are used, both the
predictor and predicant from the same data, to train the machine learning algorithm to
form Hs field. Such data is part of the Marine Information System which is the state of
WAVEWATCH IllI-predictable waves conditions available for the next 10 days. Also, forecasts
for ROMS-simulated ocean-currents and wind forecast are available for the next 48 hours
from CeNCOOS and The Weather Company [19], respectively. For the Cairns wave the
historical data is available on Queensland Coastal weather Observation [24] for data taken
from Datawell 0.7m Waverider Buoys.

The execution of machine learning models quickly produces the H s field. Computationally,
this only need a multiplication of the L+ 1 matrix. In fact, for a 24-hour forecast, on a single-
core processor the machine-learningSVR took 0.044 s to calculate the Hs field | well over
three orders of magnitude (485,833%) faster than the running the full physics based models.
In fact, performance that requires a lot of wall clock time loads metrics files for memory.

The machine learning models presented here are specific to the Queensland coast cairns
region and will need to be re-training to apply to other locations. Of course, using a physics-
based model on a new site requires the creation of a grid and the integration of all the
boundary and conditions of coercion with all the efforts of the server. However, the important
thing is that the framework needed to develop this technology is introduced for the first time
for wave modeling in 2017. As expected [22|, the data-centric modeling machine learning
approaches has grown increasingly common in last few years and are expecting to grow in
near future rapidly.
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5 Conclusion

An improved version of machine learning models has been developed with new approach,
as computationally efficient to predict Hs fields. From supervised training of machine
learning models determined appropriately trained mapping matrices, give in representations
of similarly accurate Hs in the domain of interest. Thus, this approach of machine learning
models can contribute to a fast and efficient wave-condition forecast system. The power-
generation potential of WECs or surf conditions can be estimated using these forecasted wave
conditions. Ultimately, it is envisioned that such improved version of machine learning models
which don’t required many parameters for accurate prediction could be installed locally on a
WEC thereby making their own forecast system. In addition, the buoy itself can collect wave-
condition data that can be used to update machine learning models. As machine learning
technology advances, they can be adapted to integrate the continuous distribution of real-
time data collected locally with predictions available to change and improve the parameters
of the machine learning model. In fact, such methods have already been widely used "online
learning" [23].

The approach previously proposed by author to predict characters Hs using MLP requires
a large amount of data and more calculation to form mapping matrix due to lack of
an important parameter maximum wave height, which is considered in this work. This
parameter when used as a predictor gives better forecasting with low calculation cost and high
model efficiency. Additional efforts are currently underway using ensemble machine learning
approaches to predict Hs and Wave period T. The results are expected to further improve
the process of wave characteristics prediction and take into account how bathymetry effects
wave heights.
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