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THE TRANSLATION QUALITY PROBLEMS OF MACHINE
TRANSLATION SYSTEMS FOR THE KAZAKH LANGUAGE

Kazakh language is related to languages with complex morphology and syntax. Today, most
machine translation systems consider Kazakh language too, like Google, Yandex, Prompt, etc.
This article describes the errors, shortcomings, and problems of machine translation (MT) into
the Kazakh language. To analyze errors in machine translation into the Kazakh language, the
most popular electronic translation programs were selected. When translating from Russian and
English into Kazakh (and vice versa), various errors may occur, since the Kazakh language is
different from other languages, and has special characteristics. To compare the results, an empirical
method was used, namely, monitoring and testing the translation results of machine translation
systems. Considering the results of statistical methods, the rule-based and neural networks based
methods in machine translations were also analyzed. The practical significance of the study lies in
the development of recommendations for the identification and elimination of errors when editing
the results of MT. The scientific significance of the study lies in the fact that for the first time errors
and inaccuracies arising from machine translation of the Kazakh language have been systematized.
The assessment of the quality of MT is also presented. The research carried out in this article will
be used for the post-editing problem in machine translation.

Key words: Machine translation, systems of machine translation, RBMT, SMT, NMT, Kazakh
language, quality of translation.
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Kazak TijsiiHe apHasifaH MaIIMHAJIBIK, ayJapMa »KyieJjiepiH ayaapy carachkl MaceJjiejiepi

Kagzaxk Tini kypaesnai mopdosorusicbl MeH cuHTaKCcuci 6ap Tiigepre KaTtaJbpl. Byrinri Tanga Marmm-
HaJIBIK, ay1apMa »KyiiesiepiHiH KONIIiIir ka3ak TijiiH, mbicaibl Google, Aunekc, Prompt xkone T.6.
kosmanaapl. Kazak ririne mamuaaibik ayiapMagarsl (MA) karenepii aHbIKTay YIOIH €H, TaHbI-
MaJI 9JIEKTPOHJIBIK, ayaapMa OarmapiaMaiapsl Tanaaaasl. Opbic KoHe arblIINIbIH TiIIepiHeH Ka3ak,
rigine (koHE KepiciHIie) aylJapraH Kesje opTypJi KaresikTep TYbIHIAYbl MYMKIH, OfTKeHI Ka3ak
Tisi bacKa Tiep/ieH e3relne YKoHe epekiie cunarramaiapra ue. HoTtukenep/ii caablCThIPy YIMH
SMITUPUKAJIBIK, 9J1iC KOJJIAHBLIILI, aTall alTKAHIa MAIIMHAJBIK, ayJgapMa Kyienaepinin aymapma
HOTHXKeJIEPiH OakpLIay KoHe TecTiey. CTaTUCTUKAJIBIK 9JICTeP/IiH HOTUXKEJIEPIH eCKepe OTHIPHIIL,
epexKere HETI3NIETEH OJIiCTep MEeH MaIMHAJIBIK ayJapMaJjaplarbl HEHPOHJBIK YKeJIijepre Heris-
JIeJITEH JIiCTep Jie TAJJIAH/Ibl. 3epTTEY/IiH TPAKTHKAIBIK MaHbI3ABLILIFLI MA HoTIKE IEpiH OHJIEeY
Ke3iHJie KaTesiep/ii aHbIKTay YKOHE KO0 DONBIHINA YCBIHBICTAD 93ipsey 6oJibln TabblIabl. 3epTTe-
V/iH FBLIBIMA MAHBI3JIBLIBIFBI KA3AK, TIJIIH MAIMHAJIBIK ay/iapy Ke3iHJie TYbIHIalThIH KaTeJaep MeH
JRJICI3 K Tep asraln per Kyienenaipisarenairinge. Connaii-axk, MA camnacbin 6arajay yChIHBIIFAH.
Ocbl MakaJIa 18 XKYPri3iJireH 3epTTey MAIMHAJBIK, ayIapMaJia IIOCT-PeIAKITUsIIAY MOCEIECIH MLy
VIIiH KOJITAHBLIA b

Tyiiin ce3gep: Mamunanblk aygapMma, MaIIMHAJIBIK aydapMma kyiteaepi, RBMT, SMT, NMT,
Ka3ak, T, ayjgapMa Calachl.
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IIpo6iemMbl KavyecTBa MepPEBO/ia CUCTEM MAIIMHHOIO MEPEBOAA JJIsl KA3aXCKOTO SI3bIKA

Kazaxckumii sI3bIK OTHOCHTCSI K SI3bIKAM CO CJIOXKHOI Mopdosiorueii u cuntrakcucom. Ceromms
OOJIBIIIUHCTBO CUCTEM MAIIMHHOTO I[IEPEBOJIA TAKXKE PACCMATPUBAIOT KA3aXCKUIl sI3bIK, HAIIPUMED
Google, Adunekc, Prompt u T. 1. B mannoil crarbe onucaHbl OMMOKU, HEJOCTATKU U IIPOOJIEMBI
mammuanaoro nepesoga (MII) na kazaxckuil a3bik. s anagnsa ommubOK B MAIIMHHOM II€PEBO/IE
Ha Ka3aXCKUH sA3bIK ObLIN OTOOpaHbl HarboJiee MOy ISPHbIE IPOrPAMMBbI 3JIEKTPOHHOI'O IIEPEBOIA.
ITpu mepeBoie ¢ PYCCKOTO M AHMVIMHACKOTO A3BIKOB Ha Ka3axXCKUil (M HA0GOPOT) MOTYT BO3HWKATH
pas/InYHbIE OIMUOKM, TaK KAK Ka3aXCKUil A3bIK OTJINYAETCS OT JIPYIUX sI3bIKOB U MMEET OCOObIe
xapakTepucTuku. Jljisi cpaBHEHUs Pe3y/IbTATOB OBbL UCIIOJIb30BAH IMIIMPUIECKUN METOJ, & UMEHHO
MOHUTOPHWHI U TECTUPOBAHWE PE3YJAbTATOB IEPEBO/A CHCTEM MaltmHHOrO mepeBoma. C yderom
PE3YIBTATOB CTATHCTUICCKUX METOIOB OBLIN TaK»Ke MPOAHATIN3NPOBAHBI METO/IbI, OCHOBAHHBIE Ha,
[paBUJIaX, ¥ METOJIbI, OCHOBAHHbBIE HA HEPOHHBIX CETSIX, B MAIIUHHBLIX IIepeBojax. [IpakTudyecKkas
3HAYUMOCTDb UCCJIeJIOBaHUSI 3aK/IF0YAeTCsl B pa3pabOTKe PEKOMEHIAIUil 110 BBISIBJIEHUIO U YCTpa-
HEHUIO OIMMOOK Ipu pemakTupoBanum pe3ysubraroB MII. Hayunas 3HaummocTb ucciieoBaHMS
3aKJ/II09AeTCs B TOM, 9TO BIIEPBBIE CHCTEMATH3UPOBAHBI OMMOKM W HETOYHOCTH, BO3HUKAIOIIUE
IpY MAIIHHHOM TIEPEBOJIe KAa3aXCKOro si3blKa. TakrKe MpelcTaBjeHa omneHkKa Kadectsa MII.
WccnenoBanme, MpOBEIEHHOE B ITOH CTaThe, OyAEeT WCIOJB30BAHO IS PENIeHnsa MPODIeMBbI
[IOCTPEIAKTUPOBAHUS B MAITMHHOM IIEPEBO/IE.

Kurouesbie cioBa: MamuuHBIN TIepeBol, cucTeMbl MamuuaHoro mepesoga, RBMT, SMT, NMT,
Ka3aXCKUH sI3BbIK, KAYeCTBO MEPEBOJIA.

1 Introduction

The modern world and our future are completely dependent on applied intelligent systems, as
new technologies are developing every day. One of the tasks of intelligent systems is machine
translation from one natural language to another. Machine translation (MT) allows people to
communicate regardless of language differences, as it removes the language barrier and opens
up new languages for communication. Machine translation is a new technology, a special
step in human development. This type of translation can help when you need to quickly
understand what your interlocutor wrote or said in a letter. Of course, the quality of such a
translation is very low (for some groups of languages), but in most cases the main meaning
can be understood.

The Kazakh language is an agglutinative language with a complex nominative
(morphological and syntactic) participation of polysyntheticism. Due to the development of
our country at the global level from year to year and the growth of external relations, various
translation programs are widely used when translating into Kazakh or from Kazakh into
other languages. Various MT systems still cannot translate completely correctly and there
are translation errors, but the field of machine translation is much more developed than
in previous years. Analysis of the results of machine translation into the Kazakh language,
where errors and inaccuracies are analyzed, is an actual task for the task of natural language
processing.

Errors and inaccuracies should be distinguished in the results of the machine translation.
Inaccuracies are associated with the stylistic incorrectness of the translated sentence. They
do not interfere with its understanding, however, they require editing when creating the text.



134 The translation quality problems of ...

Errors occur in the case of incorrect definition of grammatical forms, in turn, they impede
the understanding of the text, and for their editing it is necessary to analyze the original
sentence again.

Methods for identifying and correcting errors are individual for each type of machine
translation(MT). Based on the identification of basic errors and inaccuracies in a
representative sample of texts, changes can be made to the algorithms of the MT
system. FKEstablishing errors for machine translations of Kazakh language and making
recommendations to the editor allows to speed up and simplify the post-editing process
in MT.

In this paper, we will consider most problems of translation Kazakh texts and evaluate
MT translation quality.

2 Related works

The world’s first automated translation was carried out in the USA in 1954. The first
automatic translation systems allowed the translation of around 300 words between the
Russian and English languages. The dictionary-based direct translation approach was used
in those systems where each word from the source language matched the corresponding word
in the target language. Although that approach was straightforward and computationally
cheap, the output results were inferior.

In the 1970s and 1980s, the research focused on the rule-based machine translation
approach relying on a large number of built-in linguistic rules and thousands of bilingual
dictionaries. In addition, this approach requires lexicons with morphological, syntactic, and
semantic information. The translation systems implement all these complex rules to transfer
the source language into the target one.

In the 1990s, a significantly more efficient approach that uses the corpus-based architecture
started its development. The statistical translation system utilizes the probabilities to choose
the most appropriate translation from their comparison to the aligned bilingual corpus,
breaking down the source text into segments.

The fast development of the Internet and communication systems increased the volume
of information in various languages, significantly increasing qualitative translations’ demand.
Human translators were unable to deal with this enormous stream of data. New huge
investments were made to the development of machine translation systems for global and
private organizations. New hybrid systems combining rule-based and statistical architectures
were widely introduced. The goal of these systems was to increase the accuracy of machine
translation essentially.

The recent developments in machine translation incorporated a deep neural network
approach to improve machine translation quality further. The service providers offer new
customized machine translation engines that can analyze texts in specific scientific domains,
such as engineering, information technologies, life science, economics, etc. Some translation
systems formed into widespread online translators such as Google Translate, Yandex,
Tridentsoftware, etc.

Therefore, the quality of online translations improves every year. However, machine
translation in many languages still has many problems during the translation of complex
sentences. In this regard, for many years, scientists from different industries have been working
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to improve the quality of MT. The Kazakh language was added to Google Translate in 2014.

Nevertheless, today the problem of MT for the Kazakh language is very relevant. Indeed,
new terms and phrases regularly appear in Kazakh dictionaries since borrowed words,
including international ones, are translated into the Kazakh language. It creates additional
problems in translation, displaying errors or not translating indefinite words at all, so any
translation needs mandatory editing by another translator or a specialist in this field.

The formal grammatical models of simple sentences and the first version of the MT
program from Kazakh into English were considered in (Zhumanov and Tukeyev, 2009;
Tukeyev and et., 2010). In addition, a multivalued method for translating morphologically
complex natural languages such as Russian and Kazakh (Tukeyev and Rakhimova, 2012;
Tukeyev and et., 2013; Tukeyev, 2014) has been developed. The work to research and develop
a neural machine translation (NMT) system for the Kazakh language has been underway
since 2018. Over the past three to four years, the theory and practice of M'T have expanded
significantly, and a new direction of MT has been created, raising the quality standard for
MT to new heights.

The problem of MT post-editing for the Kazakh language found its place in works
Automatic post-editing allows improving the quality of translation efficiently. In
(Abeustanova and et., 2017), incorrect words in the translated sentences from English to
Kazakh are found using the maximum entropy model. (Shormakova and et., 2019) proposes
a method for determining incorrect words in the translated texts. These words are found by
comparing a right target sentence and a translated sentence from the source English language
to the target Kazakh language. When the incorrect words are identified, they are replaced
with the most suitable ones.

The technology for solving the problem of unknown words in neural machine translation
(NMT) is described in (Turganbayeva and et., 2020). The unknown words are replaced
with their synonyms in the dictionary. The quality of NMT is increased by applying the
segmentation method based on the complete set of endings (CSE) proposed by (Tukeyev and
et., 2020).

This work aims to study the problem of the quality of MT of the Kazakh language. The
quality of the translation depends on the subject matter and style of the source text and the
grammatical, syntactic, and lexical affinity of the languages between which the translation is
done. Having identified the principal errors of translation into the Kazakh language and vice
versa, it may be possible to determine the quality problems of MT.

3 Methodology of machine translation

Machine translation (MT) is an automated translation, where software is used to translate a
text or phrases from one natural language into a second language. The following approaches
in machine translation are rule-based (RBMT), statistical (SMT), and neural machine
translation. The RBMT uses knowledge of the language, like structural, morphological, lexical
rules of determining languages. So, if you do not know all the grammar and syntax of the
language, you can not cover all the rules to create MT. Herein, mostly used the Hidden
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Markov model (HMM) to predict part of speech of a word ([I):

arg max Hp(wilti)p(ti|ti—l> (1)
=1

Lyeeotn

where:

t — tag (noun, pronoun, adjective, etc.); w — words in the text; p(w|t) — the probability of
w correspond to tag t; p(t1|t2) — the probability of ¢; goes after .

At the heart of the statistical machine translation system is the comparison of the text
of large language pairs. This type of system is based on probability and uses statistical
translation models. The Bayesian theorem applied to the probability approach is as follows

(2):
P(T|S) = P(S|IT)P(T), (2)

where P(T|S) is the probability that the string in the source language is a translation of
the string in the target language, and P(7T') is the probability that the string in the target
language is obtained. The process of creating a statistical translation model is a bit faster,
but the technology here largely depends on the volume of parallel corpora.

Today, NMT is often used in machine translation as a trend. NMP is based on the
construction of large neural networks and computations. Ehe process in the NMT is divided
into two phases. In the first, each word of the original sentence is passed through an
"encoder" which generates what we call the "original context" based on the current word
and the previous context. The translation is completed when the decoder reaches the stage
of generating the actual last word in the sentence.

4 The translation problems and quality for Kazakh language in MT

The study of the problems of the quality of translation into the Kazakh language is very
relevant since the development of our country at the global level and the growth of external
relations. There is a need for translation into the Kazakh language or from the Kazakh
language into other languages for various segments of the population and industry. The
difference between the Kazakh language and the other languages is that it has special
characteristics: proximity of the lexical structure, the harmony law, agglutination (a series of
affixes), the lack of a category, the lack of auxiliary words (prepositions), and special word
order.

Therefore, a pilot study, consisting of several stages, was carried out to determine the
quality of MT. First, several machine translation systems (MTS) were taken, and MT was
done. They are presented in Fig. [I] -
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PYCCEWA v o AHTTARCHHE YECHME EAJANCKHA e

Bwin npegoctaBned CNWCoK NPerMylecTe ToBapal x EHIMHIH, apTHIKWBINLIKTapbIHbIH, TiZiMi YCbIHBINAbI

Figure 1: An example of translation from the Russian language to the Kazakh language

ONPEOENHTE A3LIK EAZAXCKHMH AHMMTHACKHK PYCOCKHA L -t AHINTARCKAW PYCOCEMA HAIAXCHHA L

Ebin NpefocTagneH cnMcoK NpeMMyLLecTs Tosapal % A list of product benefits was provided

Figure 2: An example of translation from the Russian language to the English language

After that, the translation of the sentence "©OHiM apTHIKIIBLIBIKTAPBIHBIL Ti3IMI YCHIHBLI-
bl from the Kazakh language into the Russian and the English languages was also carried
out. Although the translation was done correctly, there were translation errors associated
with the ambiguity of words. They were displayed in Fig. [3] -

KAJAXCE M MHCKHA = " (TG PYCCHER

BHIM BPTBIKWSINBIKTAPbIHBIH, Ti3iMi yobiHbIn gL - MpefocTaBnABTCA CIMCOK NPEMMYLLECTE NPOAYKTE.

Figure 3: An example of translation from the Kazakh language to the Russian language

ONPEAENATE ATKK PYCTKMA KATANCHHA AT IR - - MLATANCH A AMTITAACKIEGR

EHiM apThIKWBINBIKTapbIHbIH TisiMi yoeiHBINAbI X A list of product benefits is provided

Figure 4: An example of translation from the Kazakh language to the English language

AAs a result of the translation, it was possible to identify various translation errors that
were associated with the classification of errors (Rakhimova and et., 2020).

The second stage of the study consisted of determining the development of the selected
SMT. In order to study the evolution of the SMT, the same texts were translated with
three online translators in June 2020 (Table 1) and March 2021 (Table 2). Also, one of the
translators was a human. The less the editor had to correct the text, the better the system
was. If all the translations had to be rewritten, the MT was ineffective. Thus, for each studied
fragment, there were several MT options for verification and quality assessment. The results
of a comparative analysis of transfers with a difference of nine months allow us to draw the
following conclusions:

1. The Yandex SMT is developing more actively than the other studied SMTs (32% of
changes). Now, it has the ability to translate from the Kazakh language written in
Latin. However, when comparing the translation results, it was noted that the quality
of the output text changed during translation, and previously absent spelling errors
appeared.
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2. The translation of the Google Translate SMT has undergone the smallest changes (2%),

3. The changes in the translation of the Tridentsoftware SMT were not made. The text

but the important thing is that the quality of the translation is improving.

remained unchanged.

Table 1. Translation results in 2020

Kenine KeMIIIIiKTep
bap GoJsiran
APTBIKIIBIIBIKTAP/IBIH,
Ti3imMi KepceTireH esi
BuikTen akkaH ak coyie

Brinn npobiieMst ¢ ceTbio
Bbu1 npegocrabiien crm-
COK IIPEUMYIIECTB

Beublit cBeT Tegyer cBepxy
Tunpl HAmUX KaHAJIOB

Ects Hemocrarku B cetn
Bbur  mokazan  crnmcok
IPENMYIIECTB

A0 yTeuKH H3JIyUeHUs C
BBICOTHI

Hemocrarku ecth B cetn
Crucok [IPEUMYIIECTB
OBLIO yKa3aHa B

Ao yTeuku u3JIydeHHs C
BBICOTHBIL

Ti3iMi KepceTiiren esi
BuikTen akkan ak coyse
ApHaIapbIMBI3IBIH
TYpijiepi mekTeysti
KanarrapbIMbI3/IbIH,
Y3BIHBIFBI AHBIKTAJI-
MaraH

Benwiit cBer sibeTcs cBep-
Xy

Tunpl HamMX KaHAJIOB
OrpaHUYEHbI

JnuHa HAmUX KPBUIbEB
HEU3BECTHA

yKa3aH
Besprit sty ¢ BeICOTBI

C

ApHaIapbIMBI3IbIH
Typinepi

Jnumna  KpbUIbeB — He
OIIpejieIeHa

ApHanapbIMBI3IBIH OrpaHUYEHbI OrpannveHHbIE Tunel | C
TYpisepi mekreysti Jnuna wHammMxX KpPbLILEB | KaHaJIOB ApHanapbIMbBI3/IbIH,
KanarTapbIMbI3IbIH, HEen3BeCTHa Himaa KPBLIbEB He | Typinepi
V3BIHBIFbI aHBIKTAJI- oIpeiesieHa Jmaa
MaraH KanaTTapbeIMBI3ABIH — HE
YCTaHOBJIEHA

Table 2. Translation results in 2021
Kemine keMmIijiikrep | Bouim npobiems ¢ cerbio | B Cern nosiBusnck Heno- | 2Kemine KeMIIIiKTep
6ap Gomram Brin mpemocraBien com- | 4eTs 6ap Gomram
APTHIKIIBUIBIKTaAPIBIH COK JIBI'OT Croucok wm3numects 6bL1 | APTHIKIIBUIBIKTAPIBIH,

Ti3iMi KepceTiiareH el
Buikren akkan ak coyse
ApHaIapbIMBI3/IbIH
Typisiepi mekTeysri
KanarTapbIMbI3/IbIH
V3BIHBIFBI AHBIKTAJI-
MaraH

The comparative analysis of translations showed that all SMTs are lexically developing,
and the quality of translation is improving. Nevertheless, the translation problems still
remain. In terms of the best translation, Google Translate leads the way.

The third stage of the research was to find ways to improve the quality of the translation.
For this purpose, we use MT in translation projects, compare different SMTs, evaluate the
translation in order to choose the best system.

The translation company Pairaphrase has identified how the quality of MT can be
improved. They distinguish two approaches. The first is based on changing the way the
input text is written. It is implemented by using short sentences, the structure of which
should be simple, rare adverbs and not utilizing slang, complex and ambiguous words. The
second way is related to improving the MT engine. It implies the use of software that includes
a translation memory. Translation memory is a key component of any translation training
tool (Pairaphrase, 2020). It has been around for over 30 years and represents a way for the
translation industry to reuse previous translations to improve the quality of user translations
over time.

Today, the best SMTs are based on Neural machine translation (NMT). The research and
practical application of NMT in a professional environment provide reviews and comparative
characteristics of NMT and Statistical machine translation (SMT) in terms of quality. In a
study (Koehn and Knowles, 2017; Koehn, 2017), the NMT system was found to outperform
the SMT system in a study involving training data of 15 million words. These authors noted
problems with NMT, including domain mismatch and the use of rare words. The conducted
review of the results of modern MT systems can be used as a reference material when choosing
a system for use in a professional translation service or for personal use.
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5 Results and discussion

In this paper, MT is considered to be the process of translating some text from one natural
language into another, namely in the case of Kazakh language. The main advantages of MT
are its speed and low cost. Currently, there is a large number of MT systems. The research
identified that the most popular MT systems among users are Tridentsoftware, Yandex, and
Google. Tridentsoftware uses the rule-based MT, unlike Google, which until recently used a
statistical translation method. In March 2017, Google completely switched to neural networks
to improve the quality of the output text. Yandex has implemented a hybrid system that can
choose between neural and statistical M'T models.

The consideration of the methods for assessing the effectiveness of the MT systems led to
the conclusion that the variety of approaches and methods for assessing the quality of MT
indicates ongoing research in this area and the absence of a single standard for determining
the effectiveness of existing systems.

The results of the research can be used to improve the quality of machine translation
systems from Kazakh into another language, and into Kazakh from another source language;
they will also be useful in the preparation of text for MT, as well as in translation training.
The received results will be used in further research, namely in training neural MT based on
linguistic features of Kazakh language and in the task of post-editing. Post-editing — human
text processing after receiving MT texts or sentences.
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