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A MACHINE LEARNING MODEL BASED ON HETEROGENEOUS DATA

Big data is widely used in many areas of business. The information between organizations is
systematically reproduced and processed by data, and the collected data differs significantly
in attributes. By composing heterogeneous data sets, they complement each other, therefore,
data exchange between organizations is necessary. In a machine learning collaborative learning
process based on heterogeneous data, the current schema has many challenges, including efficiency,
security, and availability in real-world situations. In this paper, we propose a secure SVM
learning mechanism based on the consortium blockchain and a threshold homomorphic encryption
algorithm. By implementing the consortium’s blockchain, it is possible to build a decentralized
data exchange platform, and also to develop a secure algorithm for the support-vector machine
classifier based on threshold homomorphic encryption.

Key words: Blockchain, heterogeneous data, SVM, secure scheme.
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TeTreporenai gepeKrepre HerisgejreH MaITUHAJIBIK OKBITY MO/IEJIi

YiKeH JiepekTep OU3HECTIH KOIITereH cajiajiapblHIa KeHIHEH KOJIIAHBIC TAITKAH. ¥ WbIMJIap apachliH-
Jarbl aKImapaTTapAbl XKYiel Typ/ie TIbIFapyra XKoHe MOJIIMeTTep/Ii OHIeH 1, > KITHATAH MIJIIMETTED
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B mporiecce coBmecTHOr0O 00yU€HMsT MAITUHHOTO O0YYEHUsT HA OCHOBE PA3HOPOHBIX JIAHHBIX TEKY-
asi CXeMa MMeeT MHOYXKECTBO MpobJieM, BKJIOYasi 3(p(HeKTUBHOCTb, 0E30I1aCHOCTh U JOCTYITHOCTD
B peaJIbHBIX CUTyaIusix. B 9Toit craThbe MBI IipeyiaraeMm Oe3omacHbiil Mexanu3Mm obyderus MOB,
OCHOBaHHBIN Ha OJIOKUYEiHE KOHCOPIIMYMa U MOPOrOBOM NOMOMODP(MHOM AJropuTMe MH(MPOBAHUS.
IIyrem BHenpenusi 610K4€iiHa KOHCOPIIMYMa MOXKHO ITOCTPOUTH JIEIEHTPAIN30BAHHYIO IJIAT(OP-
My oOMeHa JIAHHBIMHU, & TaKXKe pa3padoTaTh Oe30MACHBIN AJTOPUTM KJIACCHMUKATOPA OIOPHO-
BEKTOPHBIE MAIIUHBI Ha, OCHOBE IIOPOrOBOI'O TOMOMOPQHOIO IO POBAHUSI.

Kurouesbie cioBa: biokueiin, rereporennnie mannbie, MOB, 6e3omacuas cxema.

1 Introduction

Intelligent automotive technology is developing very rapidly, and recent advances suggest
that autonomous car navigation will be possible in the near future. One of the new trends
of protecting data is the blockchain technology that today is used in different areas. In this
regard, we believe that absolutely all vehicles will have a full-fledged on-board computer with
the ability to install secure applications with access to navigation and other sensors in reading
mode. Therefore, the implementation of blockchain solutions will be quite affordable without
additional hardware modifications [1].

The development of cloud computing and edge computing has led to a proliferation of
data, such as the large amount of data generated everyday in vehicular social networks,
which can be used to optimize the security, convenience and entertainment of applications
in vehicular social networks [2]|. Effective data analysis methods need to be used in such
scenarios, among which machine learning and deep learning are particularly important
[3]. Among the commonly used machine learning methods, support vector machine (SVM)
model has significant advantages in performance and robustness, so it has a wide range of
applications [4].

Take the vehicular social network as an example. There are various organizations within
transport networks, such as a vehicle manufacturer, a vehicle management agency, and a
provider of vehicle social media application services. These entities have different data sources,
and differences in the data sources cause the data to complement each other in terms of
attributes [5]. We call the scenario data heterogeneous data.

However, for a single organization, its dataset cannot cover the multidimension, which
has great limitations in the use process. Especially in the training process of SVM classifier,
the classification effect of the final model is highly correlated with the quality of the data
set, so it is difficult for a single organization to train an ideal classifier through its own
data. Therefore, it is necessary to share heterogeneous data among multiple institutions.
Through data sharing, a dataset covering multiple attributes can be combined to improve
the effectiveness of the classifier. From another perspective, the dataset obtained after the
fusion of these heterogeneous data can be vertically partitioned into sub-data sets provided
by each unit according to the attributes. However, in the process of data sharing, data privacy
is facing serious challenges. First of all, the heterogeneous data to be shared contains users’
privacy information. With the increasing attention of the government and individuals to users’
privacy issues, more and more regulations restrict the sharing of users’ data by enterprises.
As a result, direct data sharing is subject to increasingly stringent regulations. In addition,
for the data owners, the high value of heterogeneous data is mainly reflected in the privacy
of the data, that is, the data is only owned by itself, or a small number of institutions. So
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if the data is shared directly, it becomes less private and less valuable and data owners are
unwilling to reduce the value of their data [6].

For a long time, privacy disclosure issues raised in diverse scenarios has been highly
concerned [7]. Among those scenarios, many researches pay attention to train a machine
learning classifier securely over both horizontally and vertically partitioned datasets. Many
existing solutions adopt secure multi-party computation (SMC) to prevent privacy disclosure.
Firstly, in those schemes, how to balance security and efficiency issues still faces big challenges
[8]. Then, one or more aided servers are essential with the assumption that they are trusted or
semi-trusted during the training process. Obviously, in a real-world scenario, it is impractical
to provide such aided servers for the participants. To deal with the two challenges of applying
the privacy protection scheme to real-world scenarios, we propose an efficient and secure SVM
classifier training scheme based on consortium blockchain where no third party is introduced
[9].

In this paper, we propose a security SVM training mechanism based on consortium
blockchain for multi-source heterogeneous data sharing scenario, which solves the above
two problems. First, because the differential privacy protection scheme introduces noise to
the training results and the training process is not secure, we adopt the scheme based on
homomorphic encryption [10,11].

We introduce block chain to establish a decentralized data sharing platform for sharing
secret data. When each participant shares data, they simply upload the data to the data
sharing platform. The access control and permission mechanism of the consortium blockchain
fully ensures the unknowability of the external data and the openness and transparency of
the internal data.

We propose a SVM training scheme that contributes more secure and efficient
heterogeneous data sharing. First, an open, reliable and transparent data sharing platform
was built based on blockchain technology. The operation of the platform does not rely on
trusted third parties. The data on the platform is visible to members in the blockchain and
not visible to the outside. After that, most of the training work was completed locally by
each participant based on clear text data. We introduce threshold homomorphic encryption
scheme to ensure a data privacy protection scheme in a decentralized environment. All data
that needs to be shared can be fully protected by this scheme and maintain its homomorphic
property. Our scheme guarantees a controllable degree of privacy protection by setting the size
of the threshold. A large number of experiments based on real datasets prove the feasibility
and efficiency of the scheme.

2 Secure Machine Learning over Heterogeneous Data

Consider a dataset D is combined with several participants who have its own dataset DPp €
A, B,...,N, where z¥ represent the i-th instance in DP, and y; is shared as a data label
between all related i-th instance zX. When training a SVM classifier, we define w as the
model parameters, A; as gradient in the ¢ iteration, A as the learning rate. Meanwhile, we
assume that [[m]] as the encryption of message m under Paillier. Table 1 shows the notations
used in this paper.
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Table 1. Notations

Notations Description

D4 The dataset of participant

d4 The dimension of dataset D4

r The ¢-th data instance of dataset D
Yi Number

3 System Model

We divide our system into three components based on their relationship with the data. As
shown in Fig. [ they are data device (DD), data provider (DP) and blockchain service
platform (BSP).

e Data Device: Refer to devices capable of generating data, including sensors, mobile
devices, and so on. Because the data directly collected from these devices contains
high-value information, these data are collected, processed, and then used for data

analysis.
e "
emo FEE
. o
DataSources i
[;Iﬂ Providers o1 l:-] Providers boM
Partical Model Secure Partial Model Training and Update
Training
Blockchain-based -'\ : .
< <
Data SharingPlatform @ # @
Upload Contract Query Contract F
b

Figure 1: Overview of secure SVM training scheme over heterogeneous data

e Data Provider: The equipment that generates the data is collected, stored, and used by
different parties. These participants are called participants and act as data providers in
our solution. Due to the different equipment, the collected data is different, and due to
the different data processing methods, the available data after processing has different
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attributes and complement each other. In addition to serving as data providers, these
participants also act as model trainers to train machine learning models in collaboration.
According to the scheme in this paper, most of the training work is done locally in
participant.

Blockchain Service Platform: This is a service platform that runs on the consortium
blockchain. On one hand, it provides a transparent data sharing platform distributed
in participant, allowing participant to retrieve all the data recorded in the BSP. At the
same time, no one captured the data recorded on the BSP for changes. On the other
hand, BSP has strong security protections, making data outside of participant invisible
to entities. In addition, communication data between the BSP and participant is also
encrypted, preventing data leakage.

4 Threat Model

In the scheme, there is only one role of the data provider. We treat participants honest
but curious when it comes to the security model, that is, all participants are curious about
the data of other participants, but they will execute the scheme according to the rules. In
addition, due to the large number of interactions between participant and BSP, potential
threats in the interaction process are also considered.

Known Ciphertext Model. BSP is a common and transparent data sharing platform for
all participants. The data shared by each participant is visible to other participants.
These data include the dense intermediate value and the decrypted calculation results.

Known Background Model. We assume that multiple participants can conspire and
collaborate to analyze shared data. Compared with the above threat model, this model
can obtain more information. Under the above system model and threat model, we
established the following three system design goals to meet the system’s requirements
for security, accuracy and performance.

Data privacy is fully protected. Under the two threat models, during the entire training
process, the privacy of the original data and the shared intermediate value will not be
leaked, and the participants cannot infer valuable information from the shared data.
Second, the data in the data sharing platform is guaranteed to be invisible to the outside
world.

High accuracy of training results. Generally speaking, the introduction of privacy
protection schemes may introduce noise into the calculation process and cause
inaccurate calculation results. Our design goal is to obtain a classifier that is not
significantly different from conventional training conditions.

Low training overhead. Similarly, the introduction of privacy protection schemes will
increase training overhead. These overheads are mainly caused by additional computing
operations such as encryption and decryption, and additional communication overhead.
Therefore, our solution needs to ensure low training overhead while ensuring security
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5 Secure SVM Training Scheme over Heterogeneous Datasets

In this section, in order to clearly introduce the work of each participant in the training
process, we assume that three participants participate in the SVM model training. The
respective training sets are complementary in attributes. As shown in Fig. 3, the entire
training process mainly includes three parts: local training, gradient update judgment, and
model update. In these three steps, two data sharing and one decryption operation are
involved. Finally, after multiple iterations, each participant gets its own partial model and
uploads it to the blockchain to form a complete model together.

The data privacy protection method of this solution is based on a threshold homomorphic
encryption algorithm. Before training the model, a pair of public and private keys needs to
be generated for each participant. The public key is the same and the private key is different.
Through the secret sharing scheme combined with the existing threshold key management
scheme, such a key pair is negotiated and distributed. In addition, the three participants join
the consortium blockchain data sharing platform as nodes, and they need to pass identity
authentication before joining. Finally, all participants need to initialize the model parameters
and preprocess the data set, including unified labeling and sample order.

6 Local Training Process

In order to ensure the efficient training of the model, this solution puts most of the work
locally on three participants. During one iteration, all training work can be done locally
before the gradient update judgment. This section will introduce how each participant can
be trained locally based on its own heterogeneous data. SVM optimization algorithm based
on stochastic gradient descent (SGD) is easy to perform. SVM based on stochastic gradient
descent can be expressed in the following form:

1 m
flw) = §wTw + C’Z max (0,1 — y;w’ z;) (1)
i=1

Algorithm 1. SVM based on SGD
Require: Training set D, learning rate A, maxlIters 7.
Ensure: Trained model w*.
l:fort=1to T do
2: Select it from D randomly.
3: Update At + 1 by Eq. ().
4: Update wt 4+ 1 by Eq. (4).
5: end for
6: return w*.
The right part of the equation is the hinge-loss function, where C' is the misclassification

penalty and we take — as its value.

m
At each iteration, we use Eq. to calculate the gradient.

Ay = wy — I[(wz; < 1)]xy; (2)
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Secure training process in one iteration
Particiapants ESP

1. Local calculation 2. one’s intermediate xfalufi'sb
3. wait all shared data
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Figure 2: Workflow of secure training over heterogeneous datasets

If I|(wz;) < 1)| is true which means (wz; < 1), I[wz; < 1)] = 1; Otherwise, [[(wz; <
1)] = 0. Then we can update the w by Eq. (4).

Through one iteration of the training process over several heterogeneous datasets, only
when calculating I, data exchange between multiple participants is required. The rest of the
training operations are performed locally. We represent wz; by a in the following sections.

(4)

1y (wz? + wPrf +w ) <1
I = i
0 otherwise

The compete algorithm is described in Algorithm 2.
The three participants need to share the calculated median value to the BSP during the
training model. This solution treats the shared data with a threshold homomorphic encryption
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scheme to ensure data security and ensure that the gradient can be calculated correctly. To
judge how to update the gradients, here we use additive homomorphic encryption to construct

Egs. (B)), (6) and

Algorithm 2. Partial model training process

Require: Training set DA, DP, D learning rate A, maxIters 7.

Ensure: Trained model w*.

1: All participants perform the following operations simultaneously.Take
participant A to describe in detail.

2:fort=1to T do

3: Select it ¢, randomly.
4: Calculatey *dAuﬁ i g
5: Cooperate with other participants to judge how to update gradient by

Eq. .

6: Update A;yq by Eq. (2)).

7 Update wt + 1 by Eq. (4).

8: end for

9: Get several partial model parameters and combine them.
10: return wy, 4.

1 71

[fary +r2]] = [lard][r=]) = 1Y allllr]] = [ Jlallllr]] = [fal) [[r] (7)

=1 =1

In order to determine the update method of the gradient, the method adopted in this solution
is to compare the encrypted calculation result with the constant 1. In Algorithm 3, the security
comparison algorithm in three participant scenarios is introduced in detail. It is obvious that
for integer a, if (ar; 4+ re) > (r1 4+ r3), we can derive that a > 1, otherwise a < 1.
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Algorithm 3. Privacy-preserving gradient update judge

Input A: [[¢']] from participant .

Input B: i, [[ri]], 74 from participant i.

Ensure: a > 1ora < 1.

1: Each participant ¢ picks three positive integers ri, r, 7%, where |ri —ri| < r{,
and encrypts 75 to get [[ri]].

2: Each participant 7 uploads [[ai]], 7%, [[r]], 7%

3: Each participant ¢ downloads all the other participants’ [[ad]], v}, [[r4]], 7.
4: Each participant ¢ calculates [[a]], [r2]] by Eq. (5) and Eq. (6]), and calculates

ry and ry where r = >y and r3 = 3 r3.

=1 i=1
5: Each participant i calculates [[arl + r2]] by Eq. (7).
6: Each participant 4 decrypts [[ar1+r2]] by sub-private key SK* and uploads
it to BSP.
7: Each participant ¢ downloads all other decrypted values from participants

to recover (arl 4 r2), and compares (arl + r2) with (r1 + r3).

8 If (arl +72) > (r1 +r3), a > 1; Else a < 1.
9:return a > 1 or a < 1.

7 Data Sharing on BSP and Security Analysis

Participant relies on BSPs to securely calculate intermediate values. BSP simplifies complex
point-to-point communication between participants. Participant completes data on-chain
and data query by calling smart contracts. During the iteration process, each participant
uploads data twice: calculating the intermediate value (IV) and the decrypted value (DV),
respectively. These two data are also read twice.

1. The Format of IVs

Iteration Round: When multiple data providers train the model collaboratively, some
data needs to be exchanged in each iteration. Therefore, in order to represent the
data exchanged in each round and to distinguish it from other rounds of data, a field
is required to indicate the training round. Iteration Round is maintained by smart
contracts.

DP ID: A field that identifies the owner of the data. When a node calls a contract to
upload data, its address will be automatically recorded in this field.

Training Intermediate Value: The intermediate value of the encrypted state during
model training. The values provided by each participant will be summed and compared
to the magnitude of 1 in the encrypted state.

rl: An unencrypted random positive integer which is used to compare.

r2: An encrypted random positive integer which is used to compare.

r3: An unencrypted random positive integer which is used to compare. Random Positive
Integer: It is generated randomly by each participant and its value is between 1 and m,
the sum of which determines the data instances selected in the next iteration.

. The Format of DVs

Iteration Round: Similar function described in IVs. DP ID: Similar function described
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in IVs. Decrypted Value: Each participant decrypts the result obtained based on his
own private key. By combining all these values, each participant can obtain the final
decryption result.

The definition of computing security for a secure multiparty computing protocol is given
below.

Definition 1 The multi-party computation protocol with n participants under the
cryptography model is considered to be computation security, if for any attacker A, there
exists a corresponding simulator S in the ideal model interacting with A, and satisfying the
following conditions:

(1) The running time of S is the polynomial of A’s running time.

(2) For any input set, the n+1 outputs produced by the multi-party computation protocol
are computationally indistinguishable from the n+1 outputs produced by the ideal model.

We conducted a security analysis based on the above idea. Thus we acquire the information
which an attacker can get from the ideal model and the real protocol. Then we compare them
and prove they are indistinguishable. In this scheme, n participants are involved to share their
encrypted intermediate values to calculate

FoF([[a), .. [lal]™ Ly, (2] rs, -y [[r3]], 75).

Assume that the attacker has corrupted a set of participants A = F;1,..., F;|A|. Then all
the data the attacker obtained in the ideal model is the output F of the participants and the
input:

i ilA i i i iAl proilAlny dlA
(el (a1t (gt ™).

We construct a simulator S that simulates all the data the attacker gets in the real model
based on the data the attacker obtained in the ideal model. Firstly, we analyze the information
that the attacker can get in the real protocol.

Input Phase. Since all the participants share their encrypted input:

(Mlall', - - llall™, Lory, el g, - [lr3]), 75)

The attacker is able to get all of them. Especially for the corrupted participants, the attacker
also gets a’l,...,a'™ rd, ... ,7’|2A‘.

Computation Phase. At each step of the calculation phase, the attacker obtains data
[[z + y]] based on [[z]] and [[y]].

Output Phase. In the output phase, the attacker gets the result:

F(([al', ... [lal]” Lry, [[rall r3, - [[r2]], 75).-

Then we construct the simulator S of the polynomial time. S takes a’!, ..., a’4 and rl, ... r}
and F' as the input. The following step SO simulates the information calculated based on the
input.

Step S0. S generates the encrypted data [[a]]), ..., [[a]!4], [F1],.. ., [F/*]] and [[F]]
based on a’', ... a4, ri ... 77 and F. Then, S can simulate the calculations based on those

encrypted data such as [[a" + a’2]] and [[r3!, ... ri?]].
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Step S1. After step S0, we can simulate part of the calculated intermediate values which
are defined as [[a]]7!, ..., [[a]/!™, [[/3"]), ..., [[rd""]]. Then for the remaining intermediate values
that cannot be directly simulated by S0, S simulates them by selecting the random numbers
to generate the corresponding ciphertext. According to the threshold cryptosystem’s security,
these simulations are successful.

Step S2 Based on steps SO and S1, we can simulate all the values calculated in the
computation phase.

Step S3. F is one of S’s input, so S can easily get a simulation of F. From the above
simulation process, the information obtained by the attacker from the ideal model and the
information obtained from the real model are computationally indistinguishable. You can
prove the security of the solution.

8 Conclusion

In this section, we propose an effective and secure SVM training scheme that helps multiple
data providers train SVM classifiers on vertically partitioned datasets. The target of this
chapter is to combine consortium blockchain technology and threshold Paillier to create a
decentralized and secure SVM training platform. To achieve high performance, most training
operations are performed locally on raw data, so there are only a few intermediate values
that need to be shared across platforms.
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