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INVERSE PROBLEMS OF PARAMETER RECOVERY IN DIFFERENTIAL
EQUATION WITH MULTIPLE CHARACTERISTICS

Inverse problems - the problem of finding the causes of known or given consequences.
They arise when the characteristics of an object of interest to us are not available for direct
observation. These are, for example, the restoration of the characteristics of the field sources
according to their given values at some points, the restoration or interpretation of the original
signal from the known output signal, etc. This paper studies the solvability of finding the
solution of a differential equation of inverse problems. The work is devoted to the study of
the solvability in Sobolev spaces of nonlinear inverse coefficient problems for differential
equations of the third order with multiple characteristics. In this paper, alongside with
finding the solution of one or another differential equation, it is also required to find one
or more coefficients of the equation itself for us to name them inverse coefficient problems. A
distinctive feature of the problems studied in this paper is that the unknown coefficient is a
numerical parameter, and not a function of certain independent variables.

Key words: Inverse problems, third-order equations, multiple characteristics, numerical
parameter, solvability.
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Cunnarramasiapbl eceiii auddeHeHInaNAbIK, TeHIeyJaep/aeri mnapaMmeTpai
KaJIIbIHA KeJITipY/IiH Kepi ecebi

Kepi ecerrrep - Genrisi Hemece Gepinren ocepiepiin cebenrepin Tadby mocesteci. Orap 61311
KbI3bIKTBIPATBIH OObEKTIHIH cHUITaTTaMaJsaphl Tikeseil 6akblaay YIIH KOJI KeTiMIi OoMaraH
Ke3ze maiijga 6o/aabl. By, Mblcasibl, Keiibip HyKTeIepaeri oJap/IbiH, Oe/IriieHreH MoHaepiHe
colikec opic KO3/IepiHiH cuaTTaMaiapblH KAJIIBIHA KeJITIipY, O/ MIbIFbIC CUTHAJIBIHAH Oa-
CTallKbl CUTHAJIIBI KAJIITBIHA KeJITIpY HeMece HHTepIpeTalnsiay kKoHe 1.0. Bepiiaren xxymbicta
613 uddepeHnuaIbIK TeHIeyre KONbIIFaH Kepi eCenTiH, MeniM/ILIria 3eprreiimiz. 2Kymbic
OipHerie cunarTaMaJjapbl 0ap yImnHim perTi auddepeHIuaiabK TeHJAeyIep VIIH ChI3bIKThI
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4 Inverse problems of parameter recovery ...

emec Kepi kodddurnmentti ecenrepinin, CoboieB KeHICTITiHIe MENmMIIrNH 3epTTeyre ap-
HasiraH. By makasaza Oenrini 6ip auddepeHnualiiblK TEHJIEY i H IIEeNiMiH i31eyMeH Ka-
Tap TeHJey/iH 0ip Hemece OipHerre KodhdpUIEEHTTEPIH Taby Jia Tajall eTijei, COHIbIKTaH
oJtapJibl Kepi Ko PUITUEHTTIK ecerTep Jel aTaiiMbI3. Byl KyMbIcTa 3ePTTEIreH ecenTepIiH,
alipbIKIIa epekieiri 6ericiz koaddurmenT Geyrii 6ip Toyesci3 alfHbIMaIbLIAPIBIH, (DyHK-
IIASICBI €MeC, CAHIBIK IapaMeTp OOJIbIIT TaObLIa bl

KinrTik cesznep: Kepi ecenrep, yirinmi peTTi TeHJey/Iep, ecesi CUMaTTaybIITap, CAHIbIK,
ImapaMerp, MeNiMITK.
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OOpaTHbIe 3aj/1a4M BOCCTAHOBJIEHUS NapaMeTpoB B auddepeHInaabHOM
YPaBHEHUU C KPATHBIMU XapaKTEePUCTUKAMU

ObpaTrHble 3a/1a91 - 3a/1a9a HAXOXKJICHUS TPUIUH U3BECTHBIX WU 3aJaHHBIX CJIeJICTBUI.
OHu BO3BHUKAIOT, KOT/Ia XapaAKTEPUCTUKHU HHTEPECYIOIIEro HAC 00bEKTa HEIOCTYITHBI JJIST HETIO-
CPEJICTBEHHOTO HAOJIIOJIEHUS. DTO, HAIIPUMED, BOCCTAHOBJIEHUE XapPAKTEPUCTUK HCTOYHUKOB
[I0JI B COOTBETCTBUU C UX 3aJaHHBIMU 3HAYCHUSIMH B HEKOTOPBIX TOUYKAX, BOCCTAHOBJICHUE
WJIM UHTEPIPETAINI UCXOHOTO CUT'HAJIA U3 U3BECTHOI'O BBIXOJHOIO CUTHAJA U T.JI. B mannoit
paboTe mccIeyeTcs: Pa3pelnnMOCTh HAX0XKIeHUs PerieHud JuddepeHImaIbHoro ypaBHeH s
obpaTHBIX 3aj1a4. PaboTa moCBsIeHa UCCIEJOBAHIIO Pa3pPEIINMOCTH B IpocTpancTBax Cobo-
JIeBa, HeJIMHENHDBIX 00PATHBIX KOI(MMOUIMEHTHBIX 33024 /i TuddepeHrinaabHbIX YpaBHEeHU
TPEThEro IMOPsJIKA ¢ MHOYXKECTBEHHBIMU XapaKTepUCTUKaMu. B 9Toit crarbe, HApsy ¢ 1O-
HCKOM DPEIIeHs] TOr0 Wi UHOTO JudhepeHnnaabHOr0 YPaBHEHUs, TaKKe Tpedyercs HaWTH
OJIMH WJTU HECKOJIBKO KOI(DMUITMEHTOB CaMOI'0 ypaBHEHUA, YTOOBI Mbl HA3BaJIN UX 0OPATHBIMU
koddunmenTHbIME 3aadaMi. OTIUIUTETHHON 0COOEHHOCTHIO 33189, U3YIAeMbIX B JTAHHON
pabore, ABJIAETCA TO, YTO HEU3BECTHBIN KOI(DDUINEHT ABJISTETCHA UUCIOBBIM MApPaMETPOM, a
He (OYHKITMEll OIpe/ie/IEHHBIX HE3aBUCHUMbIX IEPEMEHHBIX.

KimroueBbie cioBa: ObparHbie 3a/a4u, YpaBHEHUS TPEThEro MOpsIKa, KpaTHBIE XapaKTe-
PUCTHUKU, YUCJIOBOI MapaMeTp, pa3penmMOCTh.

1 Introduction

The work is devoted to the study of the solvability in Sobolev spaces of nonlinear inverse
coefficient problems for differential equations of the third order with multiple characteristics.
In this paper, alongside with finding the solution of one or another differential equation, it
is also required to find one or more coefficients of the equation itself for us to name them
inverse coefficient problems. Various aspects of the theory of inverse coefficient problems for
differential equations are well covered in the world literature - see monographs [1-17]. At
the same time, it should be noted that there are not many works devoted to the study of
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the solvability of inverse problems for differential equations with multiple characteristics - we
can only name the works [17-19].

A distinctive feature of the problems studied in this paper is that the unknown coefficient is
a numerical parameter, and not a function of certain independent variables. Similar problems
were studied earlier, but only for classical parabolic, hyperbolic and elliptic equations - see
papers [20-29]. The inverse problems of determination for differential equations with multiple
characteristics, together with the solution of numerical parameters, which are the coefficients
of the equation itself, have not been previously studied.

It should be noted that differential equations with constant coefficients are often obtained
by mathematical modeling of processes taking place in a homogeneous medium - see papers
[30, 31]. If in this case the coefficients characterizing certain properties of the environment
are unknown quantities, then we will automatically obtain inverse problems with unknown
parameters. All constructions and arguments in this work will be carried out using Lebesgue
spaces L, and Sobolev spaces Wé. The necessary information about functions from these
spaces can be found in monographs [32-34].

2 Problem statement

Let € be an interval on the Oz, @ be a rectangle {(z,t): z € Q, t € (0,7)} (0 <T < +00).
Further, let N(z) and f(x,t) be given functions defined for € Q, t € [0,T], A and 3 be
given real numbers.

Inverse Problem I: it to find the function u(z,¢) and a positive number « connected
in the rectangle () by the equation

QU — Usgy + Pu = f(2,1), (1)
when the following conditions for the function u(z,t) are met.
u(z,0) =0, ze (2)
uw(0,1) = u,(0,1) = ue(1,8) =0, t€(0,7T); (3)
/N u(z, T)dx = A. (4)

Inverse Problem II: it to find the function u(z,t) and a positive number « connected
in the rectangle ( by the equation

Ut — QUggy + 5“ = f(CL’,t), (5)

when the conditions (2)—(4) for the function u(z,t) are met .

In inverse problems I and II, conditions (2) and (3) are the conditions of the
general initial-boundary value problem for a third-order differential equation with multiple
characteristics, while condition (4) is the initial integral overdetermination condition, the
presence of which is explained by the presence of an additional unknown value of the
coefficient (parameter).

Differential equations (1) and (5) have a simple model form. Possible generalizations of
these equations and possible enhancements and generalizations of the obtained results will
be described at the end of the work.
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3 Solvability of Inverse Problem 1.

The study of the solvability of the inverse problem will be carried out by a method based on
the transition from the original problem to a new problem for a nonlinear integro—differential
equation — see works [26-29).

Let Ry be a given positive number, ¢1(v) be the function

wxw::/Jvmnmmx@ty—ﬁmedeﬁ.

Let us consider the following problem: to find a function u(x,t) which is a solution to the
equation in the rectangle ()

ot o)y, vyt Bu= fa.) )

and conditions (2) and (3) must be satisfied for that function.

In the boundary value problem (6), (2), (3), equation (6) is an integro—differential
equation, called in some sources as "loaded" [35, 36].

Let po be a number from the interval (0, 1). Let us consider the following:

filw,t) = (T =) f (2, 1),

T1/2 QBATI /2
||N||L2 ||fzxx||L2 1N
@ 1 )

1
Ky = S (Kl‘l'\/K +4M0K2)
Ho

Theorem 1 Let the following conditions be satisfied

K, = IV || o 1 1]l 22

" f(x,t —

% € Ly(Q), k=0,3,

f(0,t) = f2(0,t) = fou(1,6) =0 npu t € (0,T);
HMOG (0,1) K()SRL

Then the boundary value problem (6), (2), (3) has the following u(x,t) solution, u(z,t) €
Ly(0, T; W (), wi(z,t) € La(Q), |1 ()] < poRy.

N(z) e Ly(Q2); >0, A>0;

Proof. For the number p = poR; let us define a function G, (§):

& if 1€l <p,
Gﬂ(é): M, Zf €>,u7
—p, i &< —p.

Let us consider the following problem: to find a function w(z,t) that is a solution to the
equation in rectangle ) and such that conditions (2) and (3) are satisfied for it.
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Ry + G/L [901 (u)]
A

Using the regularization method, a priori estimates and the fixed point method we will
show that this problem has a regular solution (that is, a solution that has all its derivatives
generalized according to S.L. Sobolev).

Let € be a positive number. Let us consider the following problem: to find a function
u(z,t) which is a solution to the equation

Ut — Ugzy + BU - f($, t) (6M)

Ry + Gu(‘Pl (u>>
A

in the rectangle () and such that conditions (2) and (3), as well as the condition (8) are
satisfied

Uy — Ugge — EUgzzazx + Bu = f(:Ea t) (7)

Let V be the set of functions v(x,t) such that v(z,t) € Lo(0,T;WH(Q)), vi(x,t) €
Ly(0,T; Lo(£2)), and the function wv(z,t) satisfies conditions (2), (3), and (8). Let us give
this set the following norm

1/2

folly = | [ (024 02 4 ) o
Q

Obviously, the set V' with this norm will be a Hilbert space.
For a function v(z,t) from the space V', we will consider the following problem: to find a
function u(x,t) which is a solution to the equation

By + Gu(pr(v))
A

and such that conditions (2), (3), and (8) are satisfied for it. In this problem, differential
equation (9) is a linear parabolic equation of the sixth order, while boundary conditions (3)
and (8) are self-adjoint. Consequently, this problem is solvable in the space V' (this fact can
be proved directly using the classical Galerkin method with the choice of a special basis).
The solvability in the space V' of the boundary value problem (9), (2), (3), (8) means that
this problem generates an operator ¢ acting from the space V' and associating the function
v(z,t) from V with the solution u(x,t) of the boundary value problem (9), (2), (3), (8). Let
us show that this operator has fixed points in the space V. First, let us note that for the
solutions of the boundary value problem (9), (2), (3), (8) there is a priori estimate

U — Ugge — EUgzzzax + BU - f((lf, t) (9)

lullv < K[ fllLo@ (10)

(natural for parabolic equations), where the constant K is determined only by the numbers
B, T and e. It follows from this estimate that the operator ® takes a closed ball of radius
R* = K||f||,(q) of the space V into itself.

Let us show now that the operator ® is continuous on the space V.
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Let {v,(z,t)}>°, be a sequence of functions from the space V' converging to a function
vo(z,t). If we put u, = ®(vy,), ug = ®(vo), Uy, = v, — Vo, Uy = Uy, — Ug, then we will have the
following equality

B OO0 i — s + BT = £ [Culpr(w0) — Culir(w))). (1)

Since the function G, (§) is Lipschitz, and the inequality |G, (£)| < [¢], then we will have the
following estimate

|Gulr(vo)) = Gulpr(vn))] < J1(Un)]. (12)

Now repeating for equality (11) the proof of estimate (10), taking into account
inequality (12) and taking into account that ¢;(7,) — 0 as n — oo (due to the convergence
of the sequence v, (x,t) in the space V' to the function vy(z,t))), we see that the convergence
takes place @,(z,t) — 0 as n — oo. And this means that the operator ® is continuous
everywhere in the space V.

Let us now show that the operator ¢ is compact.

Let {v,(z,t)}22, be an arbitrary bounded sequence of functions from the space V. Since
the embedding W5 (Q) C Lo(Q) is compact [32-34], it follows from the sequence {v,(x, )},
that a subsequence {v,, (x,t)}32,, strongly converging in the space Ly(Q) to some function
vo(x,t) belonging to the space V. Let us note that the boundedness in the space V' of the
sequence {v,, (z,t)}72, and the strong convergence of the sequence {v,, (z,t)}72, in the space
Ly(Q) implies that the sequence {vp, 222 (%, 1) }52 is fundamental in the space Ly(Q). Indeed,
we will have the following equality

/(Unk:c.tz - Unlza:w)Q d!L‘ dt - - /(Unk - Unl)(vnk:c:cxzza: - Umw:v:c;rzz) dl’ dt
Q Q

It follows from this equality that the sequence {vy, zuu (2, 1) }72
If we put u,, = ®(vy,), ve(z,t) = vy (2,1) — vy, (2, 1), ur(2,t) = Up, (T,1) — Uy, (z, 1),
then we will have the following equality

R+ G Un
! #AE{SOI( k>>uklt — Uklzzr — EUkIzzazse T 6“161 = ngl (Ukl)unlt- <11>

Repeating for this equality the proof of estimate (10) and taking into account the
fundamental nature of the sequences {v,, (x,t)}72, and {v,, 42.(2, ) }72, in the space Ly(Q),
we see that the sequence {u,, (z,t)}72, is fundamental in the space V.

Thus, from any sequence {v,(x,t)}5°; bounded in the space V, one can extract a
subsequence {vy, (z,t)}72, such that the sequence {®(v,, )}, is fundamental in the space
V. And this means that the operator ® is compact in the space V

Everything proved above means that for the operator ® on the ball of radius R* of the
space V, all conditions of Schauder’s theorem are satisfied. Consequently, the operator ® has
at least one fixed point in the space V. Obviously, this fixed point will represent the solution
of the boundary value problem (7), (2), (3), (8).

Let us show that under the conditions of the theorem for the solutions u(x,t) of the
boundary value problem (7), (2), (3), (8), there are a priori estimates uniform in the
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parameter E, which will allow us to establish the existence of solutions to the boundary
value problem (6 ), (2), (3). We multiply equation (7) by the function —uyppq.(2,t) and
integrate over the rectangle (). Applying the formula for integration by parts both on the left
and on the right in the obtained equality, we obtain the first estimate uniform in ¢

/ U A dt / f2.. dxdt : (13)
Q

At the next step, we multiply equation (7) by the function (7' — t)u(z,t)
and integrate over the rectangle (). Taking into account the inequality
Ry + Gu(p1(u)) > (1 — po)Ry and applying Helder’s inequality , we obtain that for
the solutions u(x,t) of the boundary value problem (7), (2), (3), (8), the second estimate
uniform in ¢ is satisfied

1/2 1/2

/ u? dx dt < — / fidrdt] . (14)

1—,“0
Q

We should note that at the first step, one more estimate uniform in ¢ is derived

8/ U AT At < — / - drdt. (15)
Q
Finally, there is also the obvious last estimate in ¢,

/uf dx dt < C’O/f2 dx dt, (16)
Q

Q

where the constant Cy is determined by the numbers 3, po, Ry u T. Estimates (13) - (16), as
well as the reflexivity property of the Hilbert space, allow, after choosing a sequence {e,,}>°_;
of positive numbers that monotonically tends to zero, to go over to the family of solutions to
boundary value problems (7), (2), (3), (8) with {&,,}5°_, to a weakly converging subsequence
and then, in the limit, obtain a solution u(z,t) of the boundary value problem (6,), (2), (3),
and the solution for which the estimates (13) , (14) and (16). For this solution, due to the
inequality

1/2 1/2

o1 ()] < TY2| N ooy / Wppdrdt |+ BTN ||y / whdedt |
Q Q

of estimates (13) and (14), as well as the condition Ky, < R;, we will obtain the following
estimate

lo1(u)] < poRy.

Therefore, for the found solution u(z,t) of the boundary value problem (6,), (2), (3), the
equation G, (¢1(u)) = ¢1(u) will be satisfied. This means that the found function u(z,t) will
be the desired solution of the boundary value problem (6), (2), (3). The theorem is proved.
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Theorem 2 Let the following conditions be satisfied

N(z) € Ly(Q); >0, A>0; %61—12(@), F— 03,

f(0,8) = f(0,t) = fou(1,6) =0 npu t € (0,T);

Juo € (0,1) : Kog/N(x)f(x,t)dxdt.
Q

Then inverse problem I has a solution {u(z,t),a} such that u(z,t) € Ly(0,T;W3(Q)),
w(z.1) € La(Q), a > 0.

Proof. In the boundary value problem  (6), (2), (3), we will take the number
[ N(z)f(z,t)dxdt as the number Ry. According to Theorem 1, this problem has a regular
Q

solution u(z,t). Let us define the numbera:

o= Ry —|—g01(u)'

- (1)

It is obvious that the number will be positive and that the number o and the function u(z, t)
are related in the rectangle @) by equation (1). Let us show that the function u(x,t) will
satisfy the overdetermination condition (4).

A consequence of equation (1) is the equality

t t

au(x,t) — /[umx(flf,T) — Bu(z, )] dr = /f(:E,T) dr.

0 0

Setting ¢t = T in this equality, then multiplying it by the function N(z) and integrating over
(), we obtain the ratio

oz/N(x)f(m,T) dx = Ry + ¢1(u).
Q
On the other hand, representation (17) gives the equality

aA = Ry + ¢1(u).

From the two obtained equations and from the positiveness of the number o and we will see
that for the solution u(x, t) of the boundary value problem (6), (2), (3) with the above number
Ry, the overdetermination condition (4) is satisfied. Consequently, the function u(zx,t) and
the number « give the desired solution to Inverse Problem I. The theorem is proved.

4 Solvability of Inverse Problem II

We will use a method based on the transition from the studied inverse problem to some direct
problem for a nonlinear loaded differential equation again.
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Let Ry be a given positive number, N;(x) is a function for which the following equalities
are satisfied.

N{'(z) = N(z), Ni(0) = Ni(0) = N{(1) =0,
©o(v) where
@2(U)=/N()(de:)s+/6/N1 v(z,t)drdt.

Q

Let us consider the following problem: to find a function u(x,¢) which is a solution to the
equation

Rl_TWumw + fu = f(x,t) (18)

in rectangle ) and such that conditions (2) and ( 3) are satisfied. This problem is an auxiliary
direct problem for a loaded differential equation.
Let o be a number from (0, 1). We will then have the following

fo(w,t) = (T —t) fu(x, 1),

Ut —

M, = HN1HL2 Q)“ftHLz

5AT1/2||N1HL
1= o) 2 (||ft||L2 )+ 2[ fall o)

1 /
MO 2 (Ml + M + 4/.1,0M2> .
Ho

Theorem 3 Let the following conditions be satisfied:

M, =

N(z) € Ly(Q); >0, A>0;

O f(x,t) _— ~—  O"f(0,1) a
— g € L k=03, 1=02 —52=0, k=01
0;1:’“8151 S Z(Q)a 5Dy 3 <y 8$katl 9 ) Ly
o 82+lf(1 t) _
[=0,2, t T —_— = [=0,2, t T
Oa y € (07 )a &B?@tl 07 07 ) € (07 )7
1
8f(l'70):07 l:ma er’
ot!

o€ (0,1): My < Ry.

Then the boundary value problem (18), (2), (3) has a solution u(x,t) such that u(x,t) €
Ly(0, T; W (), ue(z,t) € La(Q), |1 (u)] < po R

Proof. Let p be the number poRy, @2(v) be the functional.

/N1 xtdwdt—l—ﬁ/ /N1 w(z,7)dr | dxdt.
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Let us consider the problem: to find a function w(z,t) that is a solution of the equation

= Gu(@a(w))
! A

in the rectangle () and such that conditions (2) and (3) are satisfied for it. Repeating the

proof of the solvability of problem (6,,), (2), (3), it is easy to show that under the conditions

of the theorem this problem has a solution w(.zv t) such that w(z,t) € Ly(0,T;W3(Q)),
wi(x,t) € Ly(Q). We define the function v(x,t) as

t

v(z,t) = /w(w,T) dr.

0

Since fi(x,0) = 0, then for the function v(z,?) in the rectangle @) the equation

Ry — G#(SOQ (U))
A

Uy — Vrax =+ B’U = ft(x>t>7 (2())

will be satisfied and conditions (2) and (3) will also be satisfied. Let us show that the required
a priori estimates hold for the functions w(x,t) and v(z,t). Let us multiply equation (19) by
the function (7" — t)w(x,t) and integrate over the rectangle ). After simple transformations,
we obtain the estimate

1/2 1/2

/w2dxdt <2 /f22 dx dt : (21)
Q Q

At the next step, we multiply equation (20) by the function v(x,t) and integrate over the
rectangle (). The consequence of the obtained equality will be the second estimate

/UQ($,T) dr < %/ff dx dt. (22)
Q

Q
Next, we multiply equation (20) by the function —v,,.(z,t) and integrate over the rectangle
Q. Using the inequality Ry —G ,(p1(v)) > (1—p0) Ry, applying Helder’s inequality and taking
into account the estimate (21 ), we obtain inequality

1/2

Q/ 2, dedt sﬁ(nmm 2ol - (23)

Inequalities (22) and (23) make it possible to estimate |p2(v)]:

1/2 1/2

a0 < Willan | [o2de )+ BTNy | [0 dode ] <
Q Q@
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1/2

2
< Sl + STl | [ o2 deat] <
Q

M,

< My + —. 24
< My + 7 (24)
The resulting estimate and the inequality My < R; from the conditions of the theorem mean
that the inequality [p2(v)| < poR; is satisfied, and then the equality G, (p2(v)) = @2(v) is
satisfied. The last equality means that the solution v(z,t) to equation (20) is a solution to

the equation
R —pa(v)

(%7 A Uxx:c"’ﬁvzft(x?t)'

Let us define the function u(z,t) in the following form:

Since f(x,0) = 0, the function u(z,t) will be a solution to equation (18). The function
u(z,t) belongs to the required class, conditions (2) and (3) are fulfilled for it, as well as the
inequality |¢a(ur)| < poRy is satisfied. The theorem is proved. We will set the following

R = /Nl(x)f(x,T) da.

Theorem 4 Let Ry R1 be positive, and all conditions of Theorem 3 are satisfied for it and for
a given function f(z,t) and for f number. Then inverse problem II has a solution {u(x,t), o}

such that u(x,t) € Ly(0,T; W3(Q)), w(z,t) € Lo(Q), a > 0.

Proof. For the indicated number R;, let us consider the boundary value problem (18),
(2), (3). According to Theorem 3, this problem has a solution wu(z,t) such that u(x,t) €
Ly (0, T; W3(Q)), ug(z,t) € La(Q), |p2(us)| < poRy . We will define the number a:

o Ry — SDz(Ut)‘

I (25)

It is obvious that this number and the function u(x,t) will be related in the rectangle @
by equation (5), and that the number o will be positive. Further, the function u(zx,t) will
satisfy the overdetermination condition (4) - this is proved quite similarly as the proof of the
fulfillment of the overdetermination condition in Theorem 2. Therefore, the solution u(z,t)
to the boundary value problem (18), (2), ( 3) and the number defined by formula (25) give
the desired solution to Inverse Problem II.

The theorem is proved.
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5 Remarks and additions

1. As mentioned above, the paper considers model equations with multiple characteristics.
It is easy to carry out all the reasoning and obtain theorems on the solvability of inverse
problems of I and II types for more general equations. For example, in equations (1) and
(5) the coefficient 5 can be a function of the variables x and ¢, there can be lower terms
(derivatives with respect to the variable x of the first and second orders), the coefficient of
the third derivative in equation (1) and the coefficient of the derivative with respect to
the time variable in equation (5) can be functions of independent variables. The number of
calculations and conditions in similar more general problems increases significantly, but the
essence of the results on solvability remains the same.

2. Along with inverse problems I and II, it is not difficult, practically repeating all
reasoning and calculations, to study the solvability of inverse problems with the setting
for © = 1 the value of the solution (and not the second derivative of the solution). All
statements of Theorems 1-4 on the existence of solutions remain valid, only the condition
fz2(1,t) = 0 will need to be replaced by the condition f(1,¢) = 0 (we only specify that in
the regularized problem for equation (7) additional boundary conditions will have the form
uxa:x(()?t) = um:z(lvt) = uxmxz(lat) =0 npu te (O? T))

3. It is easy to establish that the conditions Ky < R; of Theorems 1 and 2, yig of Theorems
3 and 4 are satisfied for a fixed value of 70 and for a given function f(x,t) if the number §
is large, but the number A is small.

4. Theorems 1 and 3 on the solvability of initial-boundary value problems for "loaded"
differential equations with multiple characteristics (as well as similar theorems with the
replacement of the condition w,,(1,t) = 0 by the condition u(1,¢) = 0) have, in our opinion,
an independent value.

6 Conclusion

In this paper we investigate the inverse problem for differential equations with multiple
characteristics. The paper shows the results of the study of solvability in Sobolev spaces.
Inverse problems arise when the characteristics of the object of interest are not available for
direct observation. A distinctive feature of the problems studied in this paper is that the
unknown coefficient is a numerical parameter rather than a function of some independent
variables. Similar problems have been studied before, but only for classical parabolic,
hyperbolic, and elliptic equations. It should be noted that inverse problems of determination
for differential equations with multiple characteristics, together with the solution of numerical
parameters that are coefficients of the equation itself, have not been studied before.
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