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POST-EDITING FOR THE KAZAKH LANGUAGE USING OPENNMT

The modern world and our immediate future depend on applied intelligent systems, as new
technologies develop every day. One of the tasks of intelligent systems is machine (automated)
translation from one natural language to another. Machine translation (MT) allows people to
communicate regardless of language differences, as it removes the language barrier and opens
up new languages for communication. Machine translation is a new technology, a special step in
human development. This type of translation can help when you need to quickly understand what
your interlocutor wrote or said in a letter.

The work of online translators used to translate into Kazakh and vice versa. Translation errors are
identified, general advantages and disadvantages of online machine translation systems in Kazakh
are given. A model for the development of a post-editing machine translation system for the Kazakh
language is presented.

OpenNMT (Open Neural Machine Translation) is an open source system for neural machine
translation and neural sequence training. To learn languages in OpenNMT, you need parallel
corpuses for language pairs. The advantage of OpenNMT is that it can be applied to all languages
and can handle large corpora. Experimental data were obtained for the English-Kazakh language
pair. Experimental data were obtained for the English-Kazakh language pair.

Key words: Opennmt, neural machine translation, turkic languages.
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OpenNMT kemeriMmeH Kasak, TijliHe IMOCTpeIaKTpJiey

Kagipri osrem xkoHe 6i3/1iH KaKbH OOJIANTAFBEIMbBI3 KOJIIAHOAIBI HHTEIEKTYAIbI XKYyiieaepre Oaii-
JIAHBICTBI, OUTKEH] 2KaHa TeXHOJIOTUsIap KYH CAlbIH TaMbII KeJie/ii. HTemmeKkTya ! Ky iieaepain
MingerTepiniyg 6ipi - 6ip Tabury TijgmeH eKiHmIiciHe MAITTHAIBIK, (ABTOMATTAHIBIPLLIITAH) ayIapMa-
HbI KOJIJIAHBII ayaapy. MamuHnaasik aysapma (TLIIIK aygapma) agaMaapra TUIIIK afiblpManibLIb-
KTapra KapaMacTaH OailjlaHbIC 2Kacayra MyMKIHIIK Oepei, O TKeH] 0J1 TI/IIIK TOCKAY bLIIbI 2KOBIII,
KapbIM-KaTBIHAC VIITIH KaHa TUIAep/i ammmaabpl. MammHaIbIK, ayapMa - OyJI XKaHa TeXHOJIOTHS, aIaM
JaMybIHIAFbl epeKiie KajgaM. AyrapMaHbiH, OyJ1 TYpi cisre oHrIMeJIEeCYIIiHiH XaTTa He »Ka3taHbIH
HEMece He aliTKaHBIH Te3 TYCIHy KayKeT OOJIFaHJia KOMEKTece aJialbl.

OmJiaiin aymapManibLIAP/IbIH, JKYMBICHI OYPBIH Ka3aKIara YKoHe KepiciHiie ayaapbuiaTbia. Aynap-
Ma KaTeJsepi aHbIKTAJIJIbI, OHJIANH-MAITNHAJIBIK, ay/1apMa, XKYHeCiHIH Ka3aK, TITIH/IEeT] 2KaJITbl apThIK-
MIBLIBIKTAPhI MEH KeMITLTiKTepi Kearipiaai. Kasak Timimne apHasran eHaeyaeH KefHinri MarnHaIbIK,
ayJapMa KyHeciH o3ipJjey MoJesi YChIHBLIFaH.

OpenNMT (Open Neural Machine Translation) — HeffpoH MalmIMHACHIH aynapy *KoHe HEHPOH per-
TITITH OKBITYFa apHAJFaH alblk bacTanks! xKyite. OpenNMT-ne Tiimepai yitpeny yiriH ci3re Tij-
HiK KynTapra napaJiiesb kopycrap kaxkeT. OpenNMT-TiH apThIKIIBLIBIFRL - 0J1 6APJIBIK, TLIIEP-
re KOJJAHbLIA ajaJbl YKOHE YJIKEH KOPILyCTapIbl OacKapa ajaibl. DKCIEPUMEHTTIK MOJIiMeTTep
AFBLIIIBIH-KA3AK, Ti/Ii KYOBI VITIH AJBIHIbI.

Tvyiiia ce3aep: Opennmt, HelipOH MaIIMHAJIBIK, ayJlapMa, TYPKi Tiiaepi.
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ITocTpenakTupoBaHue OjIs Ka3axCKOTo #3blKa ¢ ucrnosb3oBanuem openNMT
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CoBpeMeHHBIIT MUDp ¥ Hallle OJjirKaiiliee Oyiylee 3aBUCST OT IPHUKJIAIHBIX WHTE/JIEKTYAJIbHBIX
CHCTEM, TAK KaK HOBbIE TEXHOJIOTUH PA3BUBAIOTCS C KaxKIbIM JHeM. OHOM U3 3a/1a9 MHTEJIJIEKTY-
AJILHBIX CUCTEM SIBJISIETC MAIIMHHDLIA (ABTOMATU3UPOBAHHDBIN) HEPEBOJ € OJHOIO €CTECTBEHHOrO
sa3bIKa Ha jpyroii. Mammunueit nepesoy (MII) nmozsossier sromsaM 0OMIATHCS HE3ABUCHMO OT
pa3auYns S3bIKOB, IMTOCKOJIBKY 3TO YCTPAHSET S3BIKOBOIT Oaphbep M OTKPBLIBAET HOBDBIE SI3BIKH
obmennsi. MalnmuHHBIA IEPEBOL - 3TO HOBasl TEXHOJIOIHS, OCOOBIH IIar B PA3BUTUU YeJI0BEKA. JTOT
THII TIePEBOJIa MOYXKET IIOMOYb, KOTJIa HY»KHO OBICTPO MOHSATH, YTO BAaIll COOECEIHUK HAIUCAJ WJIN
CKa3aJI B IIUCHME.

Pabora onmaitH-1IepeBOIINKOB, HMCIOJB3YyEMBIX I IMIEPEBOJa Ha Ka3aXCKUil sA3BIK W O0OpaTHO.
BoisgBiennsr ommOKu 1mepeBojia, MaHbl ODOIIME TMMPEMMYINECTBA W HEJAOCTATKHA OHJIANH CHUCTeM
MAIIIHHHOTO TIePeBo/ia Ha Ka3axCKoM s3bike. [Ipescrasiena Moje/b pa3pabOTKU CHCTEMBI TOCT-
PEeIAKTUPOBAHUSI MAITUHHOTO [IEPEBOJIA, JIJIsT KA3AaXCKOTO sI3bIKA.

OpenNMT (Open Neural Machine Translation) — 910 cucrema ¢ OTKPBITHIM UCXOIHBIM KOIOM JIJIsI
HEHPOHHOTO MAITHHHOTO TEPEeBOIa W OOyUeHHsI HEHPOHHON TOC/IeI0BaTeIbHOCTH. JIIs 00ydaeHmst
a3piku B OpenNMT HyxKHBI HapaJulejbHble KOpIIyca s SI3bIKOBBIX Iap. llpeumyrinecrBom
OpenNMT spisiercst npuMeHEHHE KO BCEM sI3BIKAM U MOXKeT paboTaTh ¢ OOJIBITIME Kopirycamu.B
craThbe paccMarpuBaeTcss 00y4deHusi TIOpkcKue si3bik B OpenNMT. Bouto mosydeHo sKcnepumeH-
TaJIbHBbIE JaHHBIE JJIsi aHIVIO-KA3aXCKOIO SI3IKOBOM MAPbI.

KiroueBbie cisioBa: Opennmt, HeHPOHHBIN MAITMHHBIN T€PEBOJ], TIOPKCKHE S3BIKH.

1 Introduction

Tiirkic languages, a language family, spread over the territory from Turkey in the west
to Xinjiang in the east and from the coast of the East Siberian Sea in the north to
Khorasan in the south. The speakers of these languages live compactly in the CIS countries
(Azerbaijanis — in Azerbaijan, Turkmens — in Turkmenistan, Kazakhs — in Kazakhstan,
Kyrgyz — in Kyrgyzstan, Uzbeks — in Uzbekistan; Kumyks, Karachais, Balkars, Chuvashs,
Tatars, Bashkirs, Nogais, Yakuts, Tuvans, Khakass, Mountain Altai — in Russia; Gagauz — in
the Transnistrian Republic) and beyond its borders — in Turkey (Turks) and China (Uighurs).
Currently, the total number of speakers of the Turkic languages is about 120 million.

The Tiirkic languages are similar in structure and meaning. This can be seen in the

following table:

Table 1. Words of Turkic languages

Ancient | Turkish | Turkmen| Turkmen | In Kyrgyz | In In Tyvan

Turkic Kazakh uzbek Uyghur

Ana ana/anne| ene ana ama Ene Ona Ana Agsa
/ana/

Burun Burun burun borin MYDBIH murun Burun burun Jlymayk
/murin/

Qol Kol qol qul KOJI Qol qo‘l kol Xon
/qol/

Yol Yol yol yul KO Jol yo'l yol OPYK
Jjol/ (wom)

Semiz Semiz semiz simez ceMis semiz Semiz semiz Cemuc
/semiz/

But languages are different from other languages, they have special characteristics:
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the law of harmony;

lack of a category;

special word order.

Therefore, when translating, the Turkic languages give out morphological, lexical, and

semantic errors.

To evaluate errors, we will use well-known translation machines, such as: Google, Yandex:

proximity of the lexical structure;

agglutination — a series of affixes;

lack of auxiliary words (prepositions);

Table 2. Online transfers completed in February 2021 y.

Source text for translation into

Name of machine translation

Tiirkic language systems and translation results disadvantages
Yandex Google

Tanbim Oysabire3, 0y mudem rau- | Meet my family | Meet me, this is | Google Translate pays

sMm (Tatar language) my family attention to punctuation.
If there is an exclamation
mark at the end of a
sentence, this is correctly
translated as "meet",
otherwise it is incorrectly
translated as "meet" .

CusHu ToOpUKIIDIIKD MKa30T 6e- | No translation Let me | There is no Uyghur

pug (Uigur language) congratulate translation in Yandex.

you It accepts both Tatar

language.

Meni :xepre kaparmna (Kazakh | don’t put me on | don’t put me on | Translate phraseological

language)

the ground

the ground

units into a straight line

By tyrpmma ran xam Oyswmmim
mymkun emac (Uzbek language)

It’s all in
tugrida and can
not be found

This is out of
the question

Yandex translation could
not translate the word
"tugrida" and completely
lost the meaning of the
sentence

Birsey icmek istiyorum (Turkish
language)

I want to drink
birsey

I want to drink
something

In the translation of
Yandex, the word
"something" replaced

by the word "birsey" .

its

This article discusses training parallel corpus in Opennmt. The advantage of Opennmt is

universal applicability to different languages, including the Turkic languages.
We also get the results of computational experiments for the Kazakh language.

The rest of the paper is organised as follows:

— Section 2 provides an overview of previous work carried out in this area.
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— Section 3 presents Opennmt for Kazakh-Fnglish, English-Kazakh language pairs.

— Section 4 presents experimental NMT results for Kazakh-English, English-Kazakh
language pairs.

— Section 5 presents conclusions and suggests directions for future work.

2 Previous scientific work

In our country, in Kazakhstan, MT (machine translation) of the Kazakh language has been
developing since 2000. Professor U. A. Tukeyev was one of the first to study machine
translation. He managed to create a scientific school that is actively engaged in research
in the field of MT. Among domestic students, one can note the study of models and methods
of semantics of machine translation from Russian into Kazakh language [1], a statistical model
of the alignment of English-Kazakh words using the machine translation algorithm [2].

To improve the morphologies of the Turkic languages, vocabulary training on a parallel
corpus was used [3-6]. Learning on the parallel corpus of the English-German language pair
in Opennmt, studied in foreign works. In this work, 50k vocabulary was learned for each pair
and it was shown that in Opennmt Bleu was 17.60 [7]. Opennmt showed a better result than
in the Nematus Bleu system by 0.5. Also, the architecture and applicability of Opennmt in
other areas were considered.

3 Opennmt for Turkic languages

To build a neural network, the project uses the capabilities of the Torch deep machine learning
library [8].
Opennmt in the model contains the following parameters [9-10]:

e encoder type: transformer;
e decoder type: transformer;
e position encoding: true;

e enc_layers: 6;

e dec_layers: 6;

e heads: §;

e rnn_size: 512;

e word vec size: 512;

o transformer ff: 2048;

e dropout_steps: |0];

e dropout: [0.1];
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e attention dropout: [0.1];

e train steps: 100000.

Encoder Decoder | «<—— | Attention
Model
Optimizer | BeamSearcher
Data Trainer Translator
| |
Preprocess Train Translate

Figure 1: Building an Opennmt Model

4 Results

A Kazakh-English language pair was used for training. 109,772 sentences were used in the
corpus. These proposals were taken from the website [11]: /Akorda) Primeminister, mfa.gov.kz,
economy.gov.kz, strategy2050.kz. Of these, it was taken for train 80000, test 20000, validation
9772.1t took 36 hours to train at Opennmt.

Table 3. Obtained result in Opennmt for the English-Kazakh language pair

Language pair Speed tok/sec BLEU
Kazakh-English 4185 20.56
English-Kazakh 4185 20.05

As you can see in the table BLEU is less compared to other languages as for English-
German, English-French pairs. Because the structure of the language of the Turkic languages
is different from these languages. More parallel data is required to improve this metric.

5 Conclusion

This article covered learning parallel corpuses in Opennmt. In the experiment, it was used
for the English-Kazakh language pair. To improve the translation, you need to add sentences


https://www.akorda.kz/kz
https://primeminister.kz
https://http://www.mfa.gov.kz
https://http://economy.gov.kz
https://https://strategy2050.kz
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to the corpus for the English-Kazakh language pair. In the future, corpora will be developed
for English-Turkic language pairs and training according to this system.
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