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M.E. Akhymbek ', R.A. Tastankul® ' B.0O. Ozbekbay
Institute of Mathematics and Mathematical Modeling, Kazakhstan, Almaty
*e-mail: ramazan.tastankul@mail.ru

SPECTRUM OF THE HILBERT TRANSFORM
ON ORLICZ SPACES OVER R

In this paper, we investigate the spectrum of the classical Hilbert transform on Orlicz spaces Lg
over the real line R, extending Widom’s and Jorgens’s results in the context of LP spaces [3}[8],
since the classical Lebesgue spaces are particular examples of Orlicz spaces when the N-function
® = 2P /p. Our motivation to do so is due to the classical result of Boyd [1] which says that the
Hilbert transform is bounded on certain Orlicz spaces and the fact that the spectrum of the
bounded linear operator is not an empty set. We first present an auxiliary result from the general
theory of Banach algebras and results from general theory of Banach spaces, which further helps
us to give a full decsription of the fine spectrum of the Hilbert transform on Orlicz spaces over
the real line R. We also present a resolvent set of the Hilbert transform on Orlicz spaces over the
real line R as well as its resolvent operator.

Key words: Hilbert transform, spectrum, point spectrum, Orlicz space.

M.E. Axeimbek, P.A. Tacrankyn®, B.0O. Oz36exbaii
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*e-mail: ramazan.tastankul@mail.ru
R >xkubmabiHAaFbl OpJind KeHicTikTepiHge anbikTadrad ['mianbept TypJeHAIpyiHiH criekTpi

By makasaza 6i3, YoM skone Mopreucrin LP keHicTiKTepiHis, KOHTEKCTIHIET HoTHKeIepin [31/8]
KeHelTe OoThIpbin, R HakThl Ty3yiHze aHbikTajgrad Lg Opamd KeHICTIKTepiHIeri KJIaCcCHKAJIBIK,
l'unsbepr Typuoenmipyinin cmekTpin 3eprreiimiz, cebebi kiraccumkasblk Jleber kenicrikrepi @
N-dyuxiusicet & = 2P /p Gosran ke3ge Opimd KeHIiCTIKTepiHiH epekile MbICAIIapbl OOJIBII
TaObLIaJIBl. 3€pTTey KYprisyleri Herisri MoTuBalusMbI3 DBoiiareiH, Keitbip Opiwd KeHIiCTiK-
repingeri T'mibbepT TYpIeHIIpYiHIH IIeHereHAiri Typadbl KIACCHUKaJbIK HoTmKecl [1] xome
2KAJIIIBI MIEHEJIN€H ChI3BIKTHI OIEPATOPJIAP/IBIH CIEKTPl 00C KUBIH eMeC eKEHIrMeH Oall/IaHbICTHI.
Bipiamigen, 6i3 Banax ajrebpasiapblHBIH KAJIBl TEOPUSICHIHAH KOMEKII HOTHKEHI YChIHAMBI3,
oJt opi Kapaii R makTer Ty3yinje anbikraaran Opinda Kericrikrepiageri ['uasbept TypIreHipyiniy
JIOJT CIIEKTPIiH TOJIBIK CHUIATTayFa KemekTeceai. bi3 commait-ak R HakThl TY3yiH/e aHBIKTAJFaH
Opuina kenicrikrepingeri ['miapbepr TYpJeHIIPYiHIH pPE30JIbBEHTTI KUBIHBIH, COHBIMEH KaTap
OHBIH, PE30JIBBEHTTIK OMEPATOPBIH AHBIKTANMBI3.

Tyiiiu cesgep: 'mnbbepT TypaeHAIpyi, coeKTp, HYKTEIK crekTp, Opand KeHicTiri.
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4 Spectrum of the Hilbert transform ...

B jtaHHO# cTaThe MBI UCCJIE/YEM CIIEKTD KJIACCUYECKOro IIpeobpasoBanust ['uibbepra B IpocTpaH-
creax Opsmua Lg HaJ| BEIECTBEHHOH HpsiMoil R, pacimpsisi pesyasrarsl Bupoma u Voprenca
B KoHTeKcTe LP mpocrpancrs [3|/8], mockoibKy Kiaccumdeckue mpocTpaHcTBa Jlebera siBIISIIOTCS
yacTHbIMU TpuMepamu npocrpancTs Opiuda, korga N-byuknus ¢ = zP /p. Hama morusanus B
HCJIeIOBAHAT, OOYCJIOBIEHA KJIACCHIeCKNM pesysbraToM Boiina 1| 06 orpanmuennocTH mpeobpa-
3oBanus ['miapbepra B HEKOTOPBIX mpocTpancTBax Opimyda U K TOMY, YTO CIHEKTD OTPAHUYEHHOI'O
JINHEWHOTO OIIEPATOPa HE SIBJISIETCS IIyCThIM MHOXKECTBOM.

CHavaJia TpuBeIeM BCIIOMOTATE/IBHBIN pe3ysibTaT u3 00Ieil Teopun 6aHAXOBBIX aJredp, KOTOPHI B
JAJbHENIIEM TTOMOXKET HAM JIaTh [TOJTHOE OIMCAHNE TOHKOrO CIIeKTpa mpeobpasoBanus ['mabbepra
B ipoctpancTBax OpJimyaa HaT BernecTBeHHON TpsiMoii R. Mbl Takzke mpejicTaBiisieM pe30bBeHTHOe
MHOXKeCTBO IpeobpasoBanus [ miabbepra B npocrpancrBax OpJimya HaJl BEIIECTBEHHOM IpsMoii R,
a TaK»Ke ero pe30JIbBEHTHbIN OIepaTop.

KuroueBsbie ciioBa: npeobpaszoBanue ['minbepra, CIIeKTp, TOYEUHBIN CIEKTDP, IpocTpancTBo Op-
Jm4a.

1 Introduction

Let Lg(R) be an Orlicz space over the real line R. Define the Hilbert transform H on the
space Lg(R) by the formula

Hf(t) = %p.v./ %ds, teR, (1)

where the integral is understood as Caushy principal value. Boundedness of H acting on
Lg(R) obtained by D.W.Boyd in [1, Theorem 5.8]. In the same work, Boyd demonstrated
that the necessary condition for the boundedness of the Hilbert Transform is the reflexivity
of the Orlicz space, which coincides with the condition of non-triviality of Boyd indices.
According to the fundamental principles of spectral theory for linear operators on Banach
spaces, it is established that if a linear operator is bounded, then its spectrum must necessarily
be non-empty. Hence, the purpose of this paper is to investigate the spectrum of the
Hilbert transform, including the classification of points within the spectrum. The spectrum
of the Hilbert Transform on LP(—1,1),1 < p < oo was completely identified by Widom in
1960. Additionally, he provided a decomposition of the spectrum into its point spectrum,
denoted as o, (H), continuous spectrum o.(H), and residual spectrum o,.(#) [8, §5]. In 2021
Guillermo P.Curbera, Susumu Okada and Werner J.Ricker extended Widom’s results to any
rearrangement invariant Banach spaces over (—1,1) [9]. They investigated the spectrum and
fine spectra of the finite Hilbert transform acting on rearrangement invariant spaces over
(—1,1) with non-trivial Boyd indices. Jorgens demonstrated the spectrum and point spectrum
of the Hilbert Transform in the context of LP(R) and LP(R, ), where 1 < p < 0o, as presented
in [3]|. In our research, we applied the identical methodology, which also relies on the theory
of Banach algebras.

2 Preliminaries

In this section, we provide certain definitions and notations from the theory of Banach
algebras and from the theory of linear bounded operators on Banach spaces.
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Definition 1 A complex normed space A is called a normed algebra if for any elements A, B
of A there is defined a product AB € A with the following properties

e associativity: A(BC) = (AB)C;
o distributivity: (A+ B)C = AC + BC, A(B+ C) = AB + AC;,
e homogeneity: a(AB) = (0A)B = A(aB),Va € C.

The product satisfies the inequality ||AB|| < [|A||||B]|, where || - || is a norm of A. If
A is a Banach space, then A is called a Banach algebra. Moreover, if there exists in A an
element I with following properties A = IA = A,VA € A and ||I|| = 1 then A is called
a normed algebra with unit (respectively Banach algebra with unit). An element A € A is
called regular if there exists B € A such that AB = BA = I. The element B is the inverse of
A and accordingly is denoted by A~!. If an element is not regular, then it is called singular.
For every A € A we define the resolvent set p(A) as the set of all A € C such that (A — A)
is regular. For all A € p(A) we defined the resolvent operator Ry(A) = (M — A)~!. The
complement of p(A) is called the spectrum of A and denoted by o(A).

Definition 2 An element A € A is called algebraic if there exists a polynomial
P =3 o)
i=0
with coefficients a; € C and o, # 0 such that
p(A) = i ;AT = 0. (3)
i=0

A minimal polynomial of A is a monic polynomial (whose highest-degree coefficient equals 1)
p(z) of the lowest degree such that p(A) =0

First note that a minimal polynomial is unique. Indeed, if there are two minimal polynomials,
denoted as p(z) and ¢g(z), both of degree m, then, (p—q)(A) = p(A)—q(A) = 0. Note that, the
degree of the resulting polynomial (p — ¢)(z) is less than m, contradicting their minimality.
Thus, it follows that p = ¢. Additionally, recognize that the minimal polynomial p(z) is
irreducible, i.e. it cannot be expressed as the product of two polynomials. To illustrate, if
p(z) = r(z)t(z), where both r(x) and t(z) have degrees lower than that of p(z), then 0 =
p(A) = r(A)t(A). Consequently, either r(A) = 0 or t(A) = 0, contradicting the minimality
of p(x). It is also known that any polynomial ¢(x) with ¢(A) = 0 is divisible by the minimal
polynomial of A. In other words, if there exists a polynomial ¢(x) satisfying ¢(A) = 0, then
q(z) = p(x)r(x), where p(x) is the minimal polynomial of A.

Now we introduce some definitions from the theory of bounded linear opearators on
Banach spaces. Let X be a Banach space. For Banach space X we denote by B(X), the set
of all bounded operators from X into itself. It is known that B(X) is a Banach algebra [2].
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Definition 3 Let T € B(X). The spectrum of T is the set of all A € C for which the
operator N\I —T' does not have an inverse that is a bounded linear operator, denoted as o(T).
The resolvent set p(T) of T in X is defined as complement of the spectrum: C\o(T'). In other
words, the resolvent set of T' is the set of all A € C for which the operator \I — T have an
wverse that is a bounded linear operator.

Definition 4 |7, Definition 1.13] Let T € B(X). Define

opn(T) ={A € C: A\ =T is not injective < Ker (A —T) #{0}};
oo(T) = {)\ €C: N —T isinjective ITm(M —T) =X, but Im (M —T) # X} :

o.(T) = {)\ € C: N =T s injective, but Im (AN —T) # X}.

op(T), 0.(T) and o.(T) are called respectively the point spectrum, the continuous spectrum
and the residual spectrum of T in X.

It is known that o (7)), 0.(T") and o,(7") are disjoint |7] and
o(T) = op(T)Uoe(T)Uoy(T).

Since B(X) is a Banach algebra, the definition of the spectrum and resolvent set on Banach
algebras and linear bounded operators on Banach spaces coincide. As usual, by LP(R) we
denote the standard Lebesgue space.

Definition 5 [/, 5/ A mapping ® : R — R, is called an N-function if
o O(x) =0 ifft =0 and ®(z) > 0 for z > 0;
o & is convex, continuous and even;
D) _ o) _

e lim — =0, lim — = +o0.
z—=0 T z—o0 T

We say that N-function ¢ satisfies the As-condition, if and only if there exists a constant
k > 0 such that

®(2z) < kd(x), for all z > 0.

For every N-function ® and for every measurable function f on R we can define a functional

MO(f) = / B(|f|)da

and set

||f||L@:inf{a>0:M¢<£) gl},
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Definition 6 The set

Lo ={f €L :|[fllL, < oo}
equipped with the norm || - ||, is called an Orlicz function space.

An Orlicz space is an example of rearrangement invariant spaces. Note that L? spaces coincide
with Orlicz spaces when the N-function has the form ®(x) = a?/p,p € (1,00). For a more
general information on Orlicz spaces Lg, see [2,4,5,[7].

Definition 7 Let Lo(R) be reflexive. If f € Lo(R), then the classical Hilbert transform H
is defined by the principal-value integral

Hf(t) = %p.v./_oo %ds, Vf € Lo(R),

(see, e.g. |2, Chapter III. }]).

The Hilbert transform H is bounded on Lg(R) if and only if Lg(R) is reflexive (see, for
example, [1,2,/6]).

3 Methods and materials. Spectrum of the Hilbert transform on Lg(R)

In this section, we find the spectrum of the Hilbert transform on Lg(R). First, we present a
preliminary result from the of theory of Banach algebras.

Proposition 1 /3, Ezercize 4.10] Let A be an algebraic element of A (cf. Definition 2).
Then

1. The resolvent of A has the form

m—1
1 .
Ry(A) = — AN B;
A4) p(A) =
where
Bj = Z O{kAk_i_l.
k=i+1

2. The spectrum o(A) is contained in the set of zeros of p:

po={A € C[p(A) =0} > a(4)

3. If p is a minimal polynomial for A, then

po = o(A).
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Proof. 1. We know that

1

R\(A) = O

(Bo+ ABy + AM*By + ... + A" 'B,,, 1)

and

BO = 041[ + OAQA + ...+ OémAmil;
By = aol + asA + ... + a,, A%
BQ = Oé3] + OZ4A + ...+ O(mAm_?);

By = 1l + amA;
Bm—l = Oém[.

Then we have

PN RA(A) = (o] + apA+ ... + a,, A™7H)
+ Mool + azA + ... + a,, A™7?)
+ A2 (as] + A+ . 4 @ AT
F o F A g I+ g A) + X", I

Therefore,

PN RA(A) = I + ap(M + A) + az(VT + MA + A?)
+ag(N3T + N2A+ NA% + A%) +
+ Ut (A TET - ANPTBA 4 L XA 4 AT
+ A (AT FAMT2A L AATTE AT
= a1 (A[ —A) (M — A)*1 + as((A )2 A?) (N — A)*1
+ a1 (A" = A" = A) T+ (D)™ — A™)(A] = A)™
= (Ml - A)‘l(oq(ﬂ A) + an((M)* = A%) + ...
+ o1 (A" = A" + e (A)™ = A™))
= (Ml - A)‘l(p(k) p(A)) = p(\) (M — A)~".

If p(\) # 0, then
Ry(A) = (AT — A)~

and
Ra(A)(A — A) = (M — A)Ry(A) = 1.

2. We demonstrate that o(A) is a subset of py = {A € C : p(A) = 0}. Choose any
A € o(A). It follows that p(A) = 0, meaning that A belongs to pg. To argue this, assume the
opposite, i.e., suppose p(A) # 0. In such a case, based on the preceding reasoning, a resolvent
R)\(A) exists, implying that A\ € p(A). This assumption leads to a contradiction, compelling
the conclusion that p(A) = 0. Consequently, we establish that o(A) is a subset of p,



M.E. Akhymbek et al. 9

3. Let p(x) be the minimal polynomial of A. Assume that o(A) is a subset of py. Then
choose \g € py \ 0(A). Then, by the preceding arguments, there would exist a resolvent
Ry, (A) which has the form

Ry, (A) = o B,

for some polynomial ¢(z) with ¢(A) = 0. Since p(z) is the minimal polynomial, the polynomial
q(x) can be expressed as follows ¢(x) = r(x)p(x). We know that Ay € pp, i.e. p(Ag) = 0,
therefore, q(Ag) = 7(Ao)p(Ag) = 0, which contradicts the existence of the resolvent Ry, (A).
The contradiction proves the fact that py = o(A).

Before proceeding to the main result of this paper we present some technical lemmas. The
proofs can be found in their respective references.

Lemma 1 [10, Lemma 2.1] Let X(R) be a separable Banach function space. Then the set
L*(R) N X (R) is dense in X (R).

Lemma 2 [/,|5] The following statements are equivalent:
(a) N-function ® satisfies Ay-condition;
(b) Lo(R) is reflexive;
(c) Ls(R) is separable.

Let Ls(R) be a reflexive Orlicz space, then as stated earlier the Hilbert transform is
bounded linear operator on Lg(R). In other words, we have that H € B(Lg(R)). Since
Ls(R) is a Banach space, B(Lg(R)) is a Banach algebra.

Lemma 3 Let Ls(R) be a reflevive Orlicz space, then H?f = f, for any f € Lo(R).

Proof. Tt is a known [3], [11, Chapter 4| that H* = I for all f € LP(R), 1 < p < oco. Let
p = 2. Hence, one can obviously see that H?f = f for every f € L*(R) N Ly(R). By Lemma
2, one has that Lg(R) is separable. Hence, by Lemma 1, L*(R) N Lg(R) is dense in Lg(R).
Therefore noting that the integrals involved in the Hilbert transfrom are finite, passing to
the limit, we have H?f = f for every f € Lg(R), which completes the proof.

The following theorem is the main result of this paper, which extends Widom’s result |3]|.

Theorem 1 Let Lg(R) be a reflexive Orlicz space and let H be the Hilbert transform on
Le(R). Then,

(i) o(H) = 0,(H) = {£1},

(i) p(H) = C\ {£1} and the resolvent has the following form

Ra(H) = SO+ 1) (1= H) + 50— 1) (T + ).
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Proof. (i). Note that, by Lemma 3, H? = I and obviously there is no polynomial ¢(-) of degree
1 such that ¢(H) = 0. Hence, the minimal degree of the polynomials is 2:

p(H)=1—-H>*=0.
Therefore, by Proposition |1, we have

o(H)={ eC : X*-1=0} = {£1}.
Moreover, for A = £1, one has

(I—H)I+H)f=NI—-H)f=0, f€Ls(R).
Hence, g = (I + H)f € Ker{l — H} # @. Therefore, o(H) = 0,(H) = {£1}.
(ii). By the definition of the resolvent, it easily follows that p(H) = C\ o(H) = C\ {1}

Since

PN =X —1la=—-1l,as=1,0,=0, k=1,34,....

Then, by Proposition [1, we obtain

BOZH,Blzf
and
_)\[—F,}‘l_l -1 o 1 o —1
R\(H) = T _2(A+1) (I 7—[)+2(A DI+ H).

Remark 1 Since the point spectrum, continuous spectrum and residual spectrum are disjoint
sets, it easily follows from Theorem 1 that o.(H) = o.(H) = 0.

4 Conclusion

In this paper, we investigated the spectrum of the Hilbert transform on Orlicz spaces over
the real line. Our findings revealed that the spectrum of H on Lg(R) consists two points,
specifically o(Hr,m®) = {—1,1}, and this spectrum coincides with the point spectrum. We
also determined the resolvent set p(#) and the resolvent Ry(#) of the Hilbert transform on
the spaces Lg(R).
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MaremaTruvieckoe MOAeJIMPOBaHUE MPOIECCA TPAHCIIOPTUPOBKYU MPUPOIHOTO rasa 1o
TPYyOONPOBO/IHBIM CETSIM METO/IOM II€peCceYeHUs-BETBU

JlanHoe WcCIeIoBaHNEe OTHOCHTCI K YHCIY Hambosee aKTyaJIbHBIX MCCJIEIOBAHU 1O IpobemMam
TPAHCIOPTUPOBKYU IIPUPOJHOTO ra3a M0 TPYyOOIPOBOAHBIM ceTsiM. |IOBBIMIEHHBIN CIPOC HAa
npuponubiii ra3 B Kazaxcrame cBg3aH C TOBBIIIEHHEM YPOBHS SKOJOTHMYHOCTH; B PE3yJIbTa-
T€ MHOT'HE 3JIEKTPOCTAHIIMU WCIHOJIb3YIOT IPUPOJHBIA I'a3 B KadeCTBE OCHOBHOI'O MCTOYHHUKA
sHepruu. MojepHu3alus CyIeCTBYIONNX TEIJIOJIEKTPOCTAHIINI HEOOXOIUMa JJIs yJIydIIeHHs
9KOJIOTUYECKO CUTyaluu B cTpaHe. B jmuTeparype paccMaTpUBAaIOTCA TPU OCHOBHBIE TPYIIIIBI
ra30IMpPOBOJIHBIX CHCTEM: CHCTEMbI COOpa, TPAHCIOPTUPOBKHM W pacCIpejiesieHus. B 9Toit crarbe
MBI TPEJCTABJISEM IIOAPOOHOE WMCCJIEIOBAHME IIPOIECCA Iepeadn W pa3padaTbiBaeM IOJE3HBIE
MIOJTXO/TBI. 38 MOCJIETHIE HECKOJIBKO JIeT OBIIO MPOBEJIEHO OIPOMHOE KOJUIECTBO UCCIETOBAHUN 110
MHOTHM IIpo0JieMaM IPUHSATUS PEIIeHnii B ra30BOi OTPACIU U, B YACTHOCTH, IO ONTUMU3BAIAN
TpybonpoBoHON ceTu. B mgaHHON cTaThe MBI PACCMATPUBAEM JIUHAMHIECKUE MOJIEIU, OCBEIIast
aCIeKThl MOJEJMPOBAHUs U HamboJiee AKTyaJlbHble Ha CErOJHSIIIHWI JIeHb PEIleHUsl. ITO HUC-
cJIeJOBaHUEe MOXKET IOC/IYKUATH IIOJIE3HBIM HHCTPYMEHTOM /IS IIOHUMAHUA IBOJIOIUUA MHOIUX
peaJIbHBIX IPUJIOXKEHUN W IIOCJIETHUX JOCTUXKEHHN B METOJIOJIOIUAX DEIIeHUs, BO3HUKAIOIINX B
9TOI CJI0KHO# o0JjlacTu mcciemoBanuii. Pe3ynbraThl ncciaeqoBaHnss MOTYT OBITH HCIOJb30BAHBI
pu pa3paboTKe TEXHOJIOTHWH aBTOMATU3AIMK DACYETOB, IJIAHUPOBAHUS M ONTHMU3AIUU TPAHC-
IIOPTUPOBKHU IIPUPOJHOTO Ta3a.

Kuro4deBble ciioBa: TpaHCIIOPTHPOBKA TPUPOIHOTO ra3a, MAaTeMaTHIECKOe MOIECTHPOBAHIE, HEJIU-
HeliHasi MOJIesb.

1 Introduction

This research is intended to build mathematical and computer simulations of non-stationary
modes with the optimization of the gas transportation process by choosing the most effective
control strategy and control actions on the technological equipment of the main gas pipelines
of the gas transmission system.

Over the past couple of centuries, fossil fuels have been the primary source of energy and
essential to global economic growth. Originally, coal was the main source of energy, but oil
later replaced it and became an important factor in maintaining civilization.

In the modern world, the rise in prices for non-renewable energy sources is breaking records
in the entire history of their production. It is advisable to connect this with the deteriorating
environmental situation in the world. A gradual transition to clean types of energy, such as
solar, wind, etc., is planned by most developed countries. But immediate transformation of
energy systems is impossible and takes time. Therefore, the most promising direction is less
polluting energy sources such as natural gas.

Complex gas-dynamic processes occurring in a pipeline in transient conditions require
a more comprehensive solution to problems such as management, design and operation of
gas transmission systems. It should also be noted that gas transport is carried out in large
diameter pipes and under high pressure.

The characteristics of the gas in the pipeline change in real time, which significantly
complicates the modeling process and does not allow one to estimate the gas parameters well
enough to make a decision. Gas dynamics is described by a system of three partial differential
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equations based on the laws of conservation of energy, mass and momentum. But for practical
purposes, the obtained numerical solutions of this system do not give satisfactory results.

An acute discussion about physical phenomena on graphs continues, particularly regarding
the context of gas dynamics [1], [2] including the publications of the Pipeline Interest Group
[3] or textbooks such as [4], [5].

In particular, accurate but computationally cheap prediction of gas dynamics in pipeline
networks is a major industrial problem and has been studied for several years [6], [7]. In
gas dynamics, the predominant physical phenomenon is pressure loss due to the effects
of hydraulic friction on the pipe walls. Currently, there are several models that describe
this effect with varying degrees of accuracy. Most of these models are given on isothermal
Euler equations, i.e., a system of nonlinear partial differential equations for each pipe. The
main difficulty lies in nonlinear dynamics, i.e., the nonlinearity of the system of differential
equations, which limits the possibility of efficient and accurate modelling of pipelines and
pipeline networks.

We consider the problem of modelling and simulating gas dynamics in pipes. The key
point in modeling is the non-stationary nature of the process, which significantly affects the
construction of optimal control, reducing the quality of the resulting solutions. Stationary
modes are well studied and are often used in modeling natural gas transport, but they reduce
the plausibility and reality of such processes, which leads to low confidence in the results
obtained for management and decision-making.

Obtaining new capacity while maintaining emissions regulations is one of the difficult
problems facing countries. The most optimal solution to switch to gas leads to the
construction of gas-fired thermal power plants and gas power plants. The natural gas power
generation vector is a reliable hedge against the variability of renewable energy sources such as
wind and solar [8], [9]. Such conditions for energy supply are a challenge for gas transportation
systems, since different volumes of consumption must be included in the modes of the gas
transportation process in order to provide the necessary capacities in a timely manner. New
approaches should be considered to replace those that existed in conditions of stable gas
supplies, when gas from the field was supplied to consumers in accordance with established
volumes [10], [11].

Such contracts ensured a nearly constant supply of gas [12]. Modeling and optimization
of the transportation process was limited to the consideration of stationary processes [13],
[14]. But now, consideration of the stationary case for gas-dynamic systems is becoming
unsatisfactory. Several approaches to such research are encompassed in [15], [16].

The article is structured as follows:

Section 2 represents the description and statement of methods.

Section 3 provides a description of the main computational procedures and their
relationship. The results of the calculations obtained using the dynamical model are
shown in graphs.

Section 4 discusses the meaning, importance, and relevance of the research results.

Conclusions on the main outcomes of this study are finally presented in Section 5.
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2 Methods

The following is a mathematical model that most fully describes the process of gas movement
in a pipe, i.e., Newton’s equation of motion

8P+ dh+ A |M|M DWW
o T aps , TP a

=0, (1)

dh
where P is pressure, g is acceleration due to gravity, p is density, T is the slope of the pipeline,
x

A is the coefficient of hydraulic friction, D is the inner diameter, .S is the cross-sectional area,
M is mass flow rate,
DW  Ow ow
Ao e
and x is the length of the pipe.
The continuity equation is as follows:

dp OM

and the energy equation is written in the form of temperature § = 6(x) under the assumption
of zero temperature gradient over time. Also, the equation of state is

P = zRbp, (3)

where R is the gas constant and z is the compressibility factor.
The coefficient of hydraulic friction can be calculated using Chen’s formula [17], which is
often used in practice:

9] _ 1 _ OO
8 6\ 23257\ D * 08981V

1.1098
e/D 5.0452 1 € 5.8506
3.7065 Npge

Here, Ng, is the Reynolds number, Ng. = puD/u, p is the dynamic viscosity of the gas,
u is velocity, and ¢ is the roughness of the pipe.

Typically, isothermal models are used to model gas transport, ignoring temperature
changes along the length of the pipeline and over time.

There are many formulas for calculating the compressibility coefficient; for example, see
the source for an overview of existing methods [18]. Based on many studies, the standards for
calculating the gas compressibility factor based on the parameters and composition of natural
gas SGERG-88 [19], GERG-2004 [20], and the latest version of the standard GERG-2008 |21]
were constructed; these take into account most of the dependent factors.

In accordance with [22], a simplified formula is used in practice; the compressibility
coefficient of natural gas at a pressure of up to 15M Pa and temperature in range of
250 — 400K, z is calculated by the formula

z=1+ Alpred + AQPT€d7 (4)
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where

Ay = —0.39 + 2.03T}cq — 3.16T2, + 1.0T2 ,

T

Ay = 0.0423 — 0.1812T}0g + 0.2124772 .
Pred = PPC'I’?
Tred = TTCT‘

The critical pressure and temperature of the gas mixture can also be determined from a
known density under standard conditions (7" = 293.15K, P = 101325Pa):

P.. =0.1737-(26.813 — py), Te, = 155.24 - (0.564 + pg) ,

where pg is the gas density under standard conditions (set according to the gas passport).
The basis for all simplifications under the assumption of an isothermal process, and,
therefore, also the classical dynamics of a gas in a pipe, is described by the Euler equations:

pt+qx:Oa

2

q ) qlq|

- — AL goh,.
Qt+<p+ap> 2D, 9P

Here, ¢ is the gas flow, ¢ = pu, and a*> = zRT. The first equation is the law of
conservation of mass, and the second equation describes momentum. The system represents
a hyperbolic equilibrium law involving the effects of friction and gravity (described by gh,).
The computational complexity for modelling a pipeline network using these equations is
high. The first approximation of this system can be obtained by performing an approximate
estimate of the term d(¢?/p) and excluding it from the equation. The resulting system is

written as follows:
2
) q qlq|
1 = —A—— gph.
qt <a P ( + p2a2>> 2Dp ap

This system, known as the Weymouth equations, reduces to solving a linear system of
hyperbolic partial differential equations for each pipe.

In the research implementation, we consider non-isothermal (1) - (3) models using the
compressibility factor (4).

Adopting the space discretization according to Figure 7?7, the equation of motion (1) is
represented as

i | ;| Ly Ahi . pi+ b pig1pi L; dM,; .
i1 — Pi+ o M g LR N —0,(i=1,2,...,n), (5
Pt Pitop gz it it i T gar ar 00 n), ()
where _
. M;
w; = —
Sipi
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w
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Figure 1: Discretization scheme by space

By following the paper [23], we write a discretized system of (2) - (3)

dp1 2
it M, — —
i s T e
dpi 2 2 .
M; = Miy) = — J(i=2,3, .,
dt + L; 1S;_1+ L;S; ( 1) Li 1S 1+ LiSiQ 7(2 n) (6)
dpn+1 2 2
dt + L,S, <_Mn) - _LnSnQn-i-l-

The integration is based on a modified implicit integration method [24] with a
nonsymmetric difference:

Vi1 — Y 1
e = AL = 0)Yair +0Yo) 4 5B (Unia + U

(7)

where U,, and Y,, are the values at time ¢, U, .1, Y,,11 are the values at time ¢t + At which is
the integration time-step, and 7 is the coefficient of nonsymmetric difference.

We write the system of (5) - (6) for ¢ = 2 in the following form:

OQEM2 + a1 My + ps — pa =12,

(8)
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d
5£P2+M2—M1+Q2=0, 9)
Ao |Wa| Lo L, Ahy . pa+b"p3py
SR bl bl = = —(g——py — —= /A0 =145 LS5, (10
Qaq 2D252w§2 , Q2 52@32 T2 g 11722 P 7, 2, 3 151 + LaSs. (10)

Here, values with a bar above represent values at the previous time step. Then, equations (8)
- (10) can be written using the implicit scheme (7):

axMs + p3 — p2 = fo, (11)
dapz + Mz — My = e, (12)
Qg = B + «
T (A—uv)At "
ro + T Qo v — v _ _
pr— M -
f2 2(1—v)+<(1—v)m+1—va1) 2, (2= pa)
3 (13)
dy = —————,
(1 —v)At
Q2+ Q2 s _ v v v
= — M _M .
“ 2(1—v)+(1—v)Atp2+1—v< 1= )

As a result, we obtain a system of linear equations with a tridiagonal matrix for equations
(11) - (13):

ai 1 M, bil P1
-1 dg 1 P2 €9 0
—1 (45} 1 MQ f2 0
-1 d, 1 Pn en 0

-1 ap, Mn fn —Pn+1

Equation (14) gives formulas for M; and M,,:
Ml :A+Bp1+cpn+17 <15>

First, let us build formulas for the coefficients of (15) using the left tridiagonal matrix
algorithm [25]:
Ml =M,
pit1 = &M; + i, ;
Mi—lzfipi_Fnh (Zzl, 2, ceey Tl—l),
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where the coefficients are written as follows:

Q2n— n— a; .
£o = 2QJMQZﬁL%gfz__———uzzn—&zn—auw1)
Con—1 Con—1 C; — bi§i+1

Simplifying n; (i =1, 2,..., n — 1), we obtain formulas for A, B, and C"

1
B=— 17
cp —by- 51 ( )
boy— boyp— bop— b
02_2 2 2n—3 ' 2n—4 1 _ 7 (18)
Con—1 Cop—2 — bap_o - §2n—2 Con—3 — bap_3 - §2n—3 ey — by - 52 cp— by - 51
e bop—
A= e b2n72 . f2 i + f2n72 . 2n + f2n73 X (19)
Con—1 Con—2 — bap—2 - €2n72
b2n74 bl 1
X + Jon_ e/ —
Con—3 — bap—3 - fzn—s f2 4) cy — by - ) fl) cp—by- 51

Second, let us build formulas for the coefficients of (16) using the right tridiagonal matrix
algorithm [25]:

Mn - 6717
pi = ;M1 + By, ;
Mi:aipi—i—l—{_ﬁia (z:1,2,,n—1)

where

by fi i .
agp=— fi=— a1 =—(@(=12,...,2n—2).
C1 C1 C; — ;0

Simplifying (;, we obtain formulas for U, V', and W:

1
W = (20)
Con—1 — Q2n—2 * Q22
a a a QA2py— 1
V= R LR 2n—2 : (21)
Ci Cp— Q1 Q1 C3—az-Q Cop—2 — Q2p—3 * Qgp—3 Cop—1 — A2p—2 * O2p_2
f a a
Uz—((((@l-—l+f2 2 ] x X (22)
C1 Co — a1 Q1 C3 — Q9 - Qg
a2pn—2 1
X + f2n1) : .
Cop—2 — Q2p—3 * Q2p_3 Cop—1 — A2p—2 * Q2p_2
In general, these formulas can be written as follows:
Mos = A+ Bpa + Cpg, (23)
—Map = U+ V,Oa + ng. (24)

Here, M,z elements describe crossing points in the transmission network (see Figure 3).



20 Mathematical modelling of the process of natural gas ...

3 Numerical results

We use a model for gas dynamics in pipe networks by the crossing-branch method. We present
the derivation of the model as well as numerical results illustrating its validity properties.
The calculation scheme consists of three main steps, as shown in Figure 2.

Initialize

calculateOutDirections|]
udateTotalData(]
i++

Figure 2: Calculation scheme by space and time

Next we present numerical results on an artificial sample network without compressors.
Future work will be dedicated to the model considering compressors along the entire network.

Qs

Figure 3: Crossing-branch scheme

To study the model, two calculation scenarios were built:
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1. Building a steady state with stable input data.

2. Constructing a dynamic mode with the simulation of the growth of the gas flow at one
inlet point of the main pipeline with a constant inlet pressure.

Using the crossing-branch method from [23]- [24] in Figure 3, we obtain numerical results
for the artificial gas pipes network, as shown in Figure 4.

The method used in this study can be applied to pipeline networks without involving
graphs. It is easy to see in the network figure that the mode of gas flow through pipes can
be set as an array of sets of points following the given orientation of the gas flow. Then, we
get an array of dimension 17, each element of which consists of a set of network points. For
example, for our artificial network, we get the array in Table ?77.

We present an example synthetic network in Figure 4 consisting of a tree with 29 nodes
connected by 28 edges with a total length of 370.6 km, 3 gas fields, and 7 terminals or
withdrawals, not containing compressors.

Figure 4: Gas pipelines network

Let us write the equation for the cross vertex a:

dapa + Z M; + Qa = €a, (25)

1€Qa
where @), is the set of neighboring cross vertices. If we assume that the data on the output
points are known, then we get an equation independent of ps. By combining all equations

for cross vertices by applying formulas (17)—(24), we obtain the linear system with respect
to vectors of unknown densities at the cross vertices of the graph:

Sp=R. (26)

totalRegimeCalculation[] constructs the initial regime using input data of the regime.
According to the scheme in Figure 2, the procedure constructFullSystem[] builds matrix
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S from (26) and solves the system. N depends on the simulation time, i.e., from the time
interval of the modelling of the transportation process. As the compressors are not connected
to the constructed gas pipeline network, the gas supply and the volume of consumption
must be equal. Here, the loss of gas during transportation is considered insignificant due to
micro-cracks in the pipes.

By ignoring gas parameters of output points of the network in (25), we must evaluate the
separate numerical procedures for that like calculateOQutDirections[]. This calculation is
used a linear non-isothermal model [26].

The last block of calculations includes the procedure updateTotalDatal[], which updates
all gas parameters and applies appropriate conversions, such as density to pressure.

Table 1: Table of the regime

Table 1: Table of the regime

Branch # | Set of points | Branch # | Set of points | Branch # | Set of points
1 {1,2} 7 {7,8} 13 {21,23,24}
2 {2,3,4} 8 {14,15, 8} 14 {7,25}
3 {2,5} 9 {8,12,13} 15 {25, 26, 27,28}
4 {5,6,9} 10 {18,17,16} 16 {25,29}
5 {5,7} 11 {19, 18} 17 {21,22,8}
6 {7,10,11} 12 {18,20,21}

Numerical experiments were performed with time step 7 = 0.01 sec and h = 1 km

and the duration of the simulation was 5.5 hours. Accounting for transient withdrawals, and
accordingly the assumption of transient injections, we consider a regime with time-dependent
dynamical information, where one of the injection point gas parameters, such as mass flow
or pressure, is given dynamically.

Figures 5 and 6 show results for the numerical solution. Below are the calculated pressure
values in the start point of branches and graphical form for each branch separately.

branch No
i
n )
; T
“ I [I
: ]

Figure 5: Pressure values in the start point of branches

The results for densities in crossing nodes {2, 5, 7, 25, 8, 18, 21} are shown in Figures 7
and 8.

Calculations were performed using the software system Wolfram Mathematica. The
computational procedures shown in scheme Figure 2 were implemented in various Wolfram
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Figure 6: Pressure values in the graphical form for each branch separately
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Figure 7: Density values in crossing points

notebooks, which can be instantly launched. The source code has been uploaded to GitHub
and is available at the link [27].

4 Discussion

The outcomes of this research have provided insight into the investigation of the natural
gas transportation process. Due to the unstable flow of natural gas into the pipeline system
and changes in consumption, modeling the transportation process is a complicated problem.
However using the considered dynamic model, we can obtain gas flow parameters at each
point in the network dynamically. The crossing-branch method, which utilizes supply and
consumption data, enables the development of the state of a dynamic system at a specific
time.

Gas pipelines are often operated in transient modes due to the time-varying needs of
consumers for natural gas and gas supplies. For a certain period of operation of the gas
pipeline with specified gas parameters, depending on time, at the input and output points,
pipeline dispatchers are faced with the task of optimizing the transition process to minimize
fuel consumption at compressor stations in real time. For optimal management and control
of the transport network, it is preferable to use dynamic models since they describe the
dynamics of transient processes and allow efficient use of fuel gas.

Currently, the authors have conducted calculations to simulate the operation of gas
compressor units, which will eventually be included in the complete transport network. The
model discussed in this article will allow optimizing fuel consumption in such scenarios,
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Figure 8: Density values in crossing points in the graphical form

reducing compressor speed, i.e. decreasing the load of these units while maintaining the
equipment within the permissible operating range. These results should be considered when
planning the implementation of gas transmission networks including equipment such as gas
compressor units.

It should be noted that there is one important disadvantage of this model. As can be
seen from formulas (18)-(19) and (21)-(22), it demands significant computational resources
for large n. However for practical purposes (when n is less than 1000, mainly for real pipeline
networks, since the number of vertices does not reach large values) this algorithm performs
well and provides satisfactory computational results in an acceptable time.

5 Conclusions

The main problem is that gas movement without high pressure is impossible. If the gas enters
with high pressure, then during movement, as a result of friction against the walls of the pipes,
the pressure drops and the speed decreases. Therefore, compressor stations are installed in
all onshore gas transportation networks. The main customers of this process are consumers
and suppliers. The goal of this and future research is to control gas transportation in such
a way as to meet the needs of consumers when operating compressors in economical mode,
minimizing fuel gas consumption. The main element of the gas network is the pipe, followed
by compressors to increase the gas pressure. The pipeline network contains many valves -
regulators that can be opened and closed, which provide control and control of the direction
and volume of gas. To get an idea of the size of such a gas transportation infrastructure,
we consider the pipeline network of Kazakhstan. The total length of Kazakhstan’s main gas
pipelines is more than 19 thousand kilometers, on which 56 compressor stations operate, and
316 gas pumping units are installed [28]. Recently, many scientific papers have been devoted
to theoretical studies of the optimization of gas network transients using mathematical
optimization tools. After the gas consumption planning process, the operating modes of
various main gas pipelines are built - the direction and volume of flows, the load on the
network and the load of compressor stations that provide the gas with the required high
pressure are taken into account. Specialist dispatchers monitor compressors and, based on
their knowledge and experience, determine the loading of units for stable operation of the
transport process.

Further research will be devoted to the construction of mathematical and computer
modeling of non-stationary modes in order to optimize the gas transportation process
by choosing the most optimal control policy and control influences on the technological
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equipment of main gas pipelines.

Acknowledgments

This research was funded by the Science Committee of the Ministry of Science and High
Education of the Republic of Kazakhstan (Grant Nos. AP14869558 and AP14871523).

(1

2]
(3]
[4]
(5]

[6]

(7]

(8]

(]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

(17]

(18]

[19]

References

Herty, M. and Mohring, J. and Sachers, V. "A new model for gas flow in pipe networks", Math Meth Appl Sci, 33:1
(2010): 845-855.

Steinbach, M. On PDE solution in transient optimization of gas networks (Berlin: ZIB Berlin, 2004).
PSIG "Pipeline Simulation Interest Group", https://psig.org/
White, F.M. Fluid Mechanics (New York: McGraw-Hill, 2002).

Osiadacz, A.J. Dynamic optimization of high pressure gas networks using hierarchical systems theory (Warsaw: Warsaw
University of Technology, 2002).

Cameron, 1. Using an excel-based model for steady-state and transient simulation (Ottawa: TransCanada Transmission
Company, 2000).

Zhou, J. and Adewumi, M.A. "Simulation of transients in natural gas pipelines using hybrid TVD schemes" , International
Journal for Numerical Methods in Fluids, 32:4 (2000): 407-437.

Li, T. "Interdependency of natural gas network and power system security" , IEEE Trans. Power Systems, 23:4 (2008):
1817-1824.

MITEI "Growing concerns, possible solutions: The interdependency of natural gas and electricity systems" , MIT Energy
Initiative Symposium, Cambridge, United States, April 16, 2013.

Chertkov, M. and Backhaus, S. and Lebedev, V. "Cascading of Fluctuations in Interdependent Energy Infrastructures:
Gas-Grid Coupling" , Applied Energy, 160:1 (2000): 541-551.

Chertkov, M. and Fisher, M. and Backhaus, S. and Bent, R. and Misra, S. "Measurement of energy market inefficiencies
in the coordination of natural gas and power" , In /7th Hawaii Internat. Conf. on System Sci., (2014): 2335-2343.

Tabors, R. and Adamson, S. "Measurement of energy market inefficiencies in the coordination of natural gas and power" |
In 47th Hawaii Internat. Conf. on System Sci., (2014): 2335-2343.

Rios-Mercado, R.Z. and Borraz-Sanchez, C. "Optimization problems in natural gas transportation systems: A state-of-
the-art review" , Applied Energy, 147:1 (2015): 536-555.

Koch, T. and Hiller, B. and Pfetsch, M.E. and Schewe, L. Evaluating Gas Network Capacities (Philadelphia, United
States: Society for Industrial and Applied Mathematics Philadelphia, 2015).

Zlotnik, A. and Chertkov, M. and Backhaus, S. "Optimal control of transient flow in natural gas networks" , 5/th IEEE
Conference on Decision and Control, Osaka, Japan: 4563-4570.

Mak, T. and Van Hentenryck, P. and Zlotnik, A. and Bent, R. "Dynamic Compressor Optimization in Natural Gas
Pipeline Systems" , INFORMS Journal on Computing, 31:1 (2019): 40-65.

Chen N.H. "An explicit equation for friction factor in pipe", Industrial and Engineering Chemistry Fundamentals, 18:3
(1979): 296-297.

Elsharkawy, A. M. and Elsharkawy, L. A. "Predicting the compressibility factor of natural gases containing various
amounts of CO2 at high temperatures and pressures" , Journal of Petroleum and Gas Engineering, 11:1 (2020): 19-36.

Koch, T. and Hiller, B. and Pfetsch, M.E. and Schewe, L. SO 12213-3, Natural gas calculation of compression factor. Part
3: Calculation using physical properties. International Organization for Standarization, Technical Committee 1SO/TC
198 (Natural gas, Sub committee SC1, Analysis of natural gas. Geneve, 1997).



26

Mathematical modelling of the process of natural gas ...

[20]

21]

[22]

23]

[24]

[25]

[26]

27]

(28]

Kunz, O. and Klimeck, R. and Wagner, W. and Jaeschke, M. The GERG-2004 Wide-Range Equation of State for Natural
Gases and Other Miztures (DI'jsseldorf: GERG Technical Monograph TM15, 2007).

Kunz, O. and Wagner, W. "The GERG-2008 Wide-Range Equation of State for Natural Gases and Other Mixtures: An
Expansion of GERG-2004" , Journal Chemical & Engineering Data, 57:11 (2012): 3032-3091.

STOGazprom Norms of technological design of main gas pipelines (Moscow: Gazprom, 2006).

Kralik, J. and Stiegler, P. and Vostry, Z. and Zavorka, J. "The GERG-2008 Wide-Range Equation of State for Natural
Gases and Other Mixtures: An Expansion of GERG-2004" , Journal Chemical & Engineering Data, 57:11 (2012): 3032-
3091.

Kralik, J. and Stiegler, P. and Vostry, Z. and Zavorka, J. "A universal dynamic simulation model of gas pipeline networks" ,
IEEE Transactions on Systems, Man, and Cybernetics, SMC-14:4 (1984): 597-606.

Biswa, N. D. Numerical Linear Algebra and Applications (Philadelphia, United States: SIAM, 2010).

Osiadacz, A.J. and Chaczykowski, M. "Comparison of isothermal and non-isothermal pipeline gas flow models" , Chemical
Engineering Journal, 81:1-3 (2001): 41-51.

zhus dika Github Repository https://github.com/zhus-dika/natural_gas transportation through pipeline networks
([Online; open source|, 2023).

QAZAQGAZ "qazaqgaz.kz" , hitps://qazaqgaz.kz/



ISSN 1563-0277, eISSN 2617-4871 JMMCS. Ne1(121). 2024 https://bm.kaznu kz

IRSTT 27.31.15 DOLI: https://doi.org/10.26577/IJMMCS202412113

M.T. Jenaliyev =, A.S. Kassymbekova*
Institute of Mathematics and Mathematical Modeling, Kazakhstan, Almaty
*e-mail: kasar1337@gmail.com

ON THE INITIAL BOUNDARY PROBLEM FOR HYPERBOLIC
EQUATIONS WITH EXPONENTIAL DEGENERATION ¢!2/7

Degenerate equations have been and are the object of numerous studies. They have not only
theoretical but also practical significance. Let us only point out the fact that they arise when
modeling subsonic and supersonic processes flows in a gaseous environment, filtration processes
and movement of groundwater, in climate forecasts, etc. Mathematically, the degeneracy of a
differential equation can be different. In this paper we consider a degenerate equation of the
form 9y (t°0yu(x,t)) — Au(wz,t) = f(z,t). In a bounded cylindrical domain, when the degree of
degeneracy 8 = 12/7, we have established the unique solvability of the Cauchy-Dirichlet problem
for the considered degenerate hyperbolic equation. Based on the solution of the spectral problem
for the Laplace operator with Dirichlet conditions are introduced spectral decompositions of the
right side of the differential equation and the desired solution to the Cauchy-Dirichlet problem.
For the Fourier coefficients we obtain a family of Cauchy problems for a degenerate second-order
ordinary differential equation, moreover, the second initial the condition must be met with weight.
The latter is determined by the degree of degeneracy of the equation. The solutions to each of the
Cauchy problems are represented by using Bessel functions. A priori estimates are established, on
the basis of which is established the solvability of the initial-boundary problems for a degenerate
hyperbolic equation.

Key words: Degenerate equations, degree of degeneracy, hyperbolic equations, a priori estimate.
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YKoitbibiM mapeskeci t12/7 rumepGoanbiK TeHaey YIMiH
GacTarKpbl IIIeKapaJIbIK, eCell TyPAaJbl

2Koitbuimasibl TeHEyIep KONTereH 3epTTeyJepiiH, 00beKTici 0oIbl Ja YKoHe OOJIBII TaObLIAIb.
OJap/IbIH, TeK TEOPUSIBIK, €MeC, MPAKTUKAJIBIK MaHBI3bI H6ap. Artam KereTiH OoJcak oJap ras3jbl
OPTa/Iarbl JIBIOBICKA JIEHIHTI 2KOHEe Ccylep JbIOBICTHIK, arblHJIAp, CY3y KOHE KeP acThl CYJIapBbIHBIH,
KO3FaJIBICBIHBIH, VJIEPICTEPIH MOJIeJIblIey Ke3iHie, KJAUMATTHIK, OoJiKaMapia KoHe T.0. maiiga 60-
sagel. MareMaTuka bk TYPFbIIaH JuddepeHnuaIblK, TeHIEYIIH *KONBLIBIMIBIFBl OPTYPJIi 60-
Jiybl MyMKiH. Byir xxymbicra 0, (tﬂ Opu(z, t)) — Au(z,t) = f(z,t) Typinmeri KolbLIMAJIBI TEHEYIH
kapacTbipambis. [lekresren munHApIiK 0BJIBICHIHAA, KOMbUILIM sppexeci J = 12/7 Goaranza,
KaPaCTBIPBIIBII OTBIPFAH KOWBLIMAJIBI TUIIEPOOIAIBIK TeH ey yimiu Kormmmu-/lupuxite ecebinin 6ip-
MOH/II IIeniMIIirin opHarThik. Jlupuxie maprrapelr 6ap Jlamiac omepaTopbl VINiH CIEKTPJIK
ecemnTiH ImenriMi Herizinge, 6beplireH GyHKIMsT OOJIBIT TAOLLIATHIH NuMQEPEHITUANIBIK TeHJIEYIiH,
oH, >karbl MeH Kormmu-/lupuxiie ecebini i3mestini menmiMinin, CreKTpJIiK xkikresyi earizineni. @ypoe
Ko durmenTrepi yimH 6i3, eKiHmm 6acTamKbl MAPTHI CAJIMAKTHIKIIEH OPBIHIAIYBI KaxKeT OoJra-
TBIH, KOMBIIMAJIBI €KiHIM peTTi KapamaitbiM auddepennuasi bk, TeHaeyaepain Komm ecenrepinin
TOOBIH ajiaMbl3. COHFBICHI TEHJIEY/IH YKOWBLIBIM JIOPeXKeCiMeH aHbIKTajabl. KO ecenrepiHiH,
OPKAMCBHICHIHBIH, IernriMaepi becceib GyHKIUsLIAPHI aAPKBLIBI aHBIKTAIAbI. 2K yMBICTa COHBIMEH
KaTap KOMBIIMAJIbI THIEPOOIAILIK, TEHAEY YIIH OACTAIKBLI IMeKapaJsblK eCeIlTiH IMemiMIlTirine
Heri3 OOJIATHIH AIPUOPJIBI Oaraayaap aJbIHIb.

Tyitin ce3nep: 2KoitibliMasibl TEHIEYTED, *KONBIIBIM JI9PEKeci, TUIepOOTAIBIK, TEHIEY, ATTPUOPJIBI
GaraJiaysap.
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O HavyaapHO-rPAaHUYHOM 3aJa4de [Jisl TUIepPOOIMYIECKOro ypaBHEHUS
CO CTereHHBIM BBIpOXKAeHuem t'2/7

Bripoxk gatoriuecs: ypaBHEHUSs sIBJISINCH W ABJISTFOTCS OO'bEKTOM MHOIOYMCJIEHHBIX HCCJIEIOBAHMIA.
OHM MMET He TOJIKO TeOPETUYECKYIO, HO M IMPAKTUYECKYI0 3HAUMMOCTh. Y KayKeM JIUIIb Ha TOT
dakT, ITO OHI BO3HUKAIOT IIPYU MOJEJIUPOBAHUY ITPOIECCOB T0-3BYKOBBIX U CBEPX-3BYKOBBIX TEYe-
HUIT B ra30BOI Cpejie, IPOIeccoB (PUIbTPAINNA U IBUKEHUS MOA3eMHBIX BOJ, B IPOrHO3€ KJIMMa-
Ta U T.J. Maremarwdaecku, BoIpOXKAeHNE MU(PDEPEHITNATLHOTO YPABHEHUS MOYKET OBITH pa3Int-
HbIM. B Hacrosiieit pabore paccMaTpUBaeTCsl BHIPOXKIAIOIIEECs] YpaBHEHUE BUIa Oy (tB Opu(z, t)) —
Au(z,t) = f(x,t). B orpaHWYeHHON NUJINHIPUIECKONH OOJACTH, KOTJIA CTENEeHb BBIPOKIEHMUSI
B =12/7, HaMu ycTaHOBJIEHA OJHO3HAYHAs pa3pemuMocTh 3agaau Kormu-lupuxiie s paccmar-
PUBAEMOTO BBIPOXKIAIONIETOCS TUIIEPOOTMIECKOr0 ypaBHeHus. Ha ocHOBe peleHus CreKTpaabHOM
3ajadu Jid oreparopa Jlammaca ¢ ycimoBusmu Jlupuxite BBOASATCS CHEKTPAJIBHBIE PA3JIOKEHUS
3aaHHbIX QyHKIUH — npaBoit Yactu anddepeHInalibHOr0 YpaBHEHNS U UCKOMOI'O DEIeHUs 3a-
gaqan Kommu-dupuxne. g kosbdurmentos Oyphe Mbl mosiydaeM cemeiicTBo 3aja4d Ko jiist
BBIPOXKTAOIIErOCs OOBIKHOBEHHOTO M (PepeHITNabHOIO YPABHEHUST BTOPOTO MOPSIKA, IPUIeM
BTOPOE HaYaJbHOE YCJIOBUE JIOJIYKHO BBIMIOJHATHCS ¢ BecoM. llociiesiHee ompeiesisieTcst CTerneHbio
BBIPOXKJICHNST ypaBHEHUs. Pernrenns Kaxkmoit n3 3ama4d Ko npeacraBisiercs: ¢ TOMOIIbIo (pyHK-
nwuit Beccesst. YcraHOB/IEHBI allPHOPHbBIE OIEHKH, HA OCHOBE KOTOPBIX YCTAHOBJIEHA PAa3PEINMOCTD
HAYAJILHO-TPAHUYIHON 38189 J7IsI BHIPOXKJAIOIIETOCS TUTIEPOOTUTIECKOTO YPpaBHEHUSI.
KitoueBbie cJsioBa: Bripoxkiaroripecst ypaBHEHUsI, CTEIEHb BBIPOXKJIEHUs, TUIEPOOIMIECKOe
yPaBHEHUE, AIIPUOPHBIE OICHKH.

1 Introduction

Would like to note that the authors study degenerate equations and investigate the solvability
of various initial-boundary value problems in degenerate domains [1|- [4]. The presented work
is a continuation of these studies.

The following initial-boundary value problem for a model degenerate hyperbolic equation

0:(t°0u) —Au=f in Q=Qx(0,7), (1)

u=0 on X =00x(0,T), (2)
o . ﬁ _ .

u(z,0) =0, t1_1>r£0t Jwu(x,t) =0 in Q, (3)

was studied in the dissertation of N. Kaharman [5]. In particular, he established the following
result:

Theorem 1 Let § € [0,1), f € L*(Q), (-A)**f € L*Q). Then problem (1)-(3) is
uniquely solvable, and there is an a priori estimate

HUH%/VM(Q;W) = ||“||%2(Q) + HtﬂatuHI%V%(O,T;L?(Q)) + ”AUH%?(Q)
1-p
2—p’
that is, the parameter v changes within the half-open segment: v € (0,1/2].

<C ||f||%2(Q) + ||(—A)1_”f||%z(Q)] , where v =
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As is known from [6], [7]- [12], if the degree of degeneracy € [0,1), then this is a case
of weak degeneracy of the equation. If 5 € [1,2], then this is a case of strong degeneracy.
Thus, in the dissertation of N.Kaharman [5] the case of weak degeneracy is considered. The
case of strong degeneracy is more difficult to study. Here, each value of the parameter [ from
the interval [1, 2] requires separate consideration. In this paper we study the case g = 12/7,

parameter v = 5/2.

2 Statement of the problem. Main result

Let 0 < T < 00, Q C R" is a bounded domain with the boundary 9Q € C%, Q = Q x (0,7T),

¥ =00 x (0,T). Consider the following initial boundary value problem
8t(t12/7 8tu) —Au=f in Q,
u =0 on X,
u(z,0) =0, tl_iglotlz/? Ju(x,t) =0 in €.

The following result is valid.

Theorem 2 (Main result). Let the following conditions be satisfied:

[z, 1) Af(z,1)
tOé

i € L*(Q), a>23/14.

flat) € LX(Q), € L*(Q),

Then the problem (5)—(7) is uniquely solvable, and there is an a priori estimate

HUH%/V(Q;H?”) = HUH%%Q) + Htlz/7 atu”%/v;(o,T;H(Q)) + HAUH%Q(Q) <

2
LQ(Q)]

3 Methods and materials. Proof of theorem2. A priori estimates

f(z,t) Af(x,t)

tOL

<C

vl

1Dl + H
L2(Q)

Applying the Fourier method to problem (5)—(7), namely u(z,t) = > ¢;(t)z;(x) we obtain
j=1

the Cauchy problem for the Fourier coefficients c;(¢)

(27ej (D)) + Ay (1) = f3(t) in (0,T),
¢;(0) =0, tl—i>r£0t12/7 c(t) =0,

where {z;(x), A\;} is a solution to the spectral problem:

—Az(z) = Az(z), x€Q, z|spa =0,
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and let the solution has the form
{zj(x), Aj, j=1,2,..}, moreover, 0 <\ < Ay < ..., (12)

and the system of eigenfunctions {z;(z), j = 1,2, ...} is orthonormal.
Temporarily, for simplicity we will omit the index j. Let us rewrite equation (9) and the
initial conditions (10) in the following form:

2" (t) + 1—72tc’(t) + Xt 7e(t) = t¥Tf(t) in (0,7). (13)

c(0) =0, hm 27 () = 0. (14)

Let us find a general solution to the inhomogeneous equation (13). According to ( [13], chapter

2, §2.1.2, formula 62 or 127), the general solution to the homogeneous version of equation
(13) has the form:

Chomeeq. () = /1 [AJs/Z (7\/Xt1/7) + BYs)s (7\/Xt1/7)] , te(0,7). (15)

Since in (15) the Bessel functions have an index v = 5/2, then according to ( [14], 10.1.1,
10.1.11-10.1.12 at v = 2) for the homogeneous equation (13) (for f(¢) = 0) the fundamental
solutions can be written in the following form

= 5 — L sin 1Ty —
pi(t) = ([7\/Xt1/7]3 7\/Xt1/7> (7\/Xt )

3
W COS(?\/th/7>,

) cos(TVALYT) — sin(7TVAtY7),

1
( 7\/_t1/7 7\/Xt1/7 [7\/_ t1/7)2
@1(2) = (% — 1) sin z — §cosz Pa(z) = (—% + 1) cos z — §sinz, (16)
2z

z z
that is

P1(t) = o1(2)| oz pm P2(8) = 02(2)| ;e (17)

therefore, the general solution (15) for the homogeneous equation (13) (for f(t) = 0) is
written as:

chom (t) =t~ [Apr(t) + B pa(t)]. (18)

Note, that the necessity for additional notations (16) will become evident later (formula(21)).
To find a general solution to the inhomogeneous equation (13) (where f(t) # 0) we use
the method of variation of constants. We will have

c(t) = A(t) pa(t) + B(t) @at). (19)

Let us write the system of algebraic equations in terms of the unknown functions A’(¢) and

B'(t):

p1(t) A'(t) + pa(t) B'(t) = 0,
(20)

(1) A'() + (1) B(t) = ik,
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for which we calculate the Wronskian ( [14], 10.1.6) and the corresponding determinants

p1(t)  wa(t) 1
W =W {pi(t), a(t) } = S0 (D) H = W,
0 aft) ei(t) 0
f(t) f(t)
Wy = = - 2 ) WB = = 1 '
A zzgi)? () 277 ¥ (t) (1) {lgij)? 1277 % (t)

Hence, for the unknown coefficients of the general solution of equation (13) from (19), we,
respectively, obtain

that is,

sin(7v/A 71/7)] dr +a,

3
AT

Alt) = 7\/X0/t 51(17;)7 <— [7\/;71/7]2 + 1> cos(TVATYT) —

cos(7V/\ 7‘1/7)} dr + b.

3
a7 |G T

To satisfy the first initial condition from (14), it is necessary that a = 0, b = 0. Then for
the general solution of equation (13) from (19) we obtain

B(t)z?x/X/t /() ([ 5 ; —1) sin(7TVATYT) —

o) =~ [ T 608 - 510 dr (21)

0

where according to (16)—(17) the functions ¢y (t), P2(t) are defined by the following formulas

D (2 sin yy_ 3 cos T
“"1(”‘([th1/q2 1) (AT = i STVALT)
D (a3 coS Uy — 5 sin T
902(15)—( [7\/Xt1/7]2+1> (TVAET) AR (TVAEHT).

For convenience of calculations, we introduce the functions &(z), f(2), ¢1(z), @2(z), so
that the following equalities hold:

C(t) = E(Z)’Z:hﬂtl/?v f<t> = f(z)‘zz7ﬁtl/7> 951(75) = (‘51(2)|z:7ﬁt1/7’ ()52(t> = @2<2)‘z:7ﬁt1/7’
(22)

3 3 3 3
o1(z) = <— - 1) sinz — —cosz, @a(z) = (——2 + 1) cos z — —sin z. (23)
z

22 z z
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Then from (21)—(23) for the solution ¢(z) we obtain
z (P
—76/\5/2/ ];(55) { [(% — 1) sin z — gcosz} {(_F + 1) cos( — %Sing} —
0

{(? — 1) sin( — %cosg} [(—% + 1) CoS z — gsinz}} dc, (24)
or

o(z) = 76)\5/2Zf(o-3(z—0{<1 38 4 52)M+<5+%)cos<z—o}d<=

2(? ¢? z 22 z—C
0

e(2) = 132 [ 19 15 )50(0) - 21(O)al2)] dc =

—3.7075/2 [/ fT (1 — 3 + CQ) sin(z — ¢)d¢ — / ggZ(zH 3) (1 — g) cos(z — g)dg] .

(25)
From (25), using formulas (21)-(24), we obtain:
[ 17 [ 1)
T
le(t)] < Kl/t1/7713/7d +‘[(2/752/77.13/7d7— S
0 0
K $o1— 3/2 K ta2—23/14
\/27 2 (7) , a=max{ay, as} > 23/14, (26)
aq \/ 20[2 — 23/7 L2(0,T)
where the constants K7 and K5 do not depend on A, and satisfy the inequalities
> > 3
Ky > )\ Ky > 332 (27)

From (26)—(27) ,we obtain the fulfillment of the first initial condition from (14).
Let us now verify the fulfillment of the second initial condition from (14). We will calculate
the derivative with respect to z of the function ¢(z) (25):

g'(z) = —=3-75X\%/2 () —2(+ -4+ 9§ — 3C2 sin(z — )+
2247
0

1
+_
z

(22 —42¢+3(¢*—2) + 9%) cos(z — g)} d¢. (28)
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Furthermore, by using the formula

212 dz(t) 24

t12/7c/<t) = ~i536 C/(Z)‘Z:n&tlﬁ = T c <Z)|z:7ﬁt1/7’ (29)
we establish
6 tF 2
ﬁél(z) = —324/% { (—ZQ +¢ -4+ 9% - 3%) sin(z — ¢)+
0
+§<%—44+&@2—m+gg)qu—o}dg (30)

From relation (30), using formula (29), we, respectively, obtain

t t

10/7 9/7

+13/7 +13/7
0 0
Klta%—gﬁ Klta1—10/7
< ! T L 1(7) > 19/14,
V2 —19/7 /202 —19/7 | Il T |l 20

where the constants K| and K3 do not depend on A, and satisfy the following inequalities

3 3
1 1
Kl > s K62 o

We have shown that the second initial condition from (14) also holds if there is the
following requirement on the right-hand side of equation (13) t=°1f(t) € L*(0,T), a3 >
19/14.

So, we have shown that if the conditions of theorem 2 are met, function (21) satisfies
Cauchy problem(13)-(14).

Let us proceed to establish the a priori estimate (8). For the solution ¢(t) (21) according
to (26) , we will have:

K Ta173/2 K. Ta2723/14
()] < | — + =2 f<z) , a =max{a;, ay} > 23/14. (31)
\% 20[1 -3 \/ 20&2 - 23/7 T L2(0,T)

From (31) we have

f(7)

lellzz < T -

, a=max{a, as} > 23/14.
L2(0,7)

KlTa1—3/2 KQTa2_23/14 ’
+
V2a1 =3 /20y —23/7

(32)

Furthermore, from the equation (13), we obtain:

(277 0) | < 170+ Ne(w),
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Using the last inequality and (32), we will have the following estimate

2
£2/7e/ (1)) | : > 23/14. 33
@@y < Ko (SO0 + |55 | 0> 2 (33)
Finally, using the relations
t T
12/7 174\ _ 12/7 .1 ! 12/7 1432 12/7 7 &
e () = [ (7 () dr, [P @|T<T [ (7P ()| dr
0 0
and the estimate (33), we obtain the following estimate
2
2
157" Ol 20,7y < Ko [Hf(t)llizmm + » T)] . a>23/14 (34)

Now, returning the indices j to the functions ¢(¢) and f(t) we note, that these are the
Fourier coefficients of the functions u(z,t) and f(z,t) in the expansions:

= ¢i()z(), fl,t) = fi(t)z(), (35)
j=1 j=1
where {z;(x), \;, j =1,2,...} are solutions to the spectral problem (11)-(12).

As a result, using formulas (21) and (35), due to the Parseval-Stecklov equality and the
estimate (32), we have the first a priori estimate:

1.
lu(z, )[|72(q) = Z les Ol 207) < K5 , a>23/14. (36)
L?(Q)
Next, for —Au(z, t) according to (36), we obtain the second a priori estimate:
S Af(a,t)||”
[Au(z, )12y = Z I (O Z200m) < Ko —a |, @7 23/14. (37)
j=1 L*(Q)

Now let us establish an estimate for the expression 825(15172 d¢u(z,t)). First of all, from
equation (5), we obtain equalities

0,(2/ d,u(a, 1)) = f(@.1) + Az, ) (39)
t
27 0z, t) = / [f(z,7) + Au(x, )] dT. (39)
0
From (38)—(39) and estimate (37) we have the third and fourth a priori estimates
2 Af(x,t 2
19:(£7 v, ) | o) < Ko | 1 720y + H# 2 ] . a>23/14, (40)
L2(Q)
Af(z,t) |
£ D, )] 2y < K [nfu%z(@) + H# ] . a>23/14 (41)
L2(Q)

The set of inequalities (36), (37), (40)—(41) is equivalent to the a priori estimate (8).
Theorem 2 is completely proven.



M.T. Jenaliyev, A.S. Kassymbekova 35

4 Conclusion

In the work, sufficient conditions are found to be imposed on the right-hand side of
the differential equation, which ensure in the Sobolev space the unique solvability of
the homogeneous Cauchy-Dirichlet problem for one inhomogeneous degenerate hyperbolic
equation, the degree of degeneracy (3 of which is determined by the relation: g = 12/7.
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ON THE MINIMIZATION OF k-VALUED LOGIC FUNCTIONS IN THE
CLASS OF DISJUNCTIVE NORMAL FORMS

In the world, research devoted to adjusting the results of heuristic methods based on forecasting,
recognition, classification, and determining the absolute extremum of a multidimensional function
is relevant and widely used in such fields as medicine, geology, hydrology, management, and
computer technology. In this regard, it is important to construct optimal correctors of heuristic
algorithms based on control materials. Therefore, checking the completeness of classes of k-
valued logical functions and developing methods and algorithms for minimizing functions in
the class of canonical normal forms, estimating the number of monotonic functions of k-
valued logic, constructing minimal bases of special classes of correcting functions for correcting
incorrect algorithms remains one of the important problems of computational and discrete science.
mathematics. Currently, a lot of scientific research is being carried out around the world aimed
at expanding the integration of science and industry, in particular the development of the theory
of k-valued logical functions for correcting the results of heuristic algorithms. In this case, an
important role is played by the construction of formulas in the class of canonical normal forms,
the coding of elementary conjunctions and the application of the rules of gluing, absorption
and idempotency for them, and checking the completeness of systems of correcting functions.
Consequently, the development of effective numerical computational methods and algorithms
for constructing correction functions based on k-valued logic to improve the accuracy of the
results of heuristic methods is considered a targeted scientific research. The paper considers the
representation of k-valued logical functions in the class of disjunctive normal forms. Various classes
of monotone functions of k-valued logic are studied. Theorems are proved on the coincidence of
abbreviated and shortest disjunctive normal forms of k-valued functions. For a certain class of
k-valued monotone functions, we prove an estimate for the number of functions from this class.
criteria for the absorption of elementary conjunctions by a first-order neighborhood of disjunctive
normal forms of k-valued functions are proved.

Key words: k-valued, minimization, disjunctive normal form, rank, abbreviated d.n.f., monotone
function.

A. Kabynos™, A. Baitkymanos?, M. Bepaumypoos!

'Mupso Yayréek arsiagarsr O36excran YITTHIK, yHEBepcHTeTi, O36ekcran, TalmkeHT .
20. YKonibekos arbimnarsl OHTycTiK Kasakcran MeMIEKeTTIK [earoriKaIblK YHIBEPCHTETI,
Kazakcran, IIIbIMKeHT K.

*e-mail: Anvarkabulov1952@gmail.com
An3bI0HKTUBTI HOpMaJIabl popMaJiap KJIACBIHIAFBI k-MOHJI1
JIOTUKAJIBIK, (pyHKIIUAJIADAbI MUHUMUA3AIAAIAY TYPaJIbl

oJieMie KOl eyrieM i (DYHKIUAHBIH, abCOIOTTI 9KCTPEMYMBIH 0OJIKay, TaHy, KIKTEy KoHE
aHBIKTAY HETI3IHJ/Ie 9BPUCTUKAJIBIK, 9JIICTEP/IIH HOTHKEJIEPIH TY3€eTyre apHaJIFaH 3epTTeysep 03eKTi
KoHe MeauliiuHa, I'e0JIoTud, 'uJIpoJorud, MEeHEI>KMEHT 2KoHe KOI\IHI:IOTep.HiK TeXHoJorudJaap Cu-
SIKTHI cajiajiap/ia KeHiHeH Koy tanbliabl. OcbiraH 0ailJIaHbICThl OaKbLIay MaTepUAJIaPhl HEri3iHIe
SBPUCTHUKAJIBIK, AJITOPUTMIEP/IiH OHTANIBI KOPPEKTOPJIAPBIH KYpy MaHb3bl. COHIBIKTAH k-MOHI
JIOTUKAJBIK, (DYHKIUSIAD KJIACTAPBIHBIH TOJBIKTBHIFBIH TEKCEPY 2KOHE KAHOHIBIK, KAJIBIITHI
dopmaap KIackHAATBI DYHKITUIIAPIGI MUHIMHA3AIUAIAY 9IICTEPI MEH aJrOpUTMIEPiH 93ipIey,
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k-MOH/TI JIOTUKAHBIH, MOHOTOH/IbI (DYHKITUSIJIAPBIHBIH CAHBIH Oarajay, apHaflbl (OyHKITUSIIAP/IBIH,
MUHUMAJIIBI HEri31epiH Kypy, KaTe aJrOPUTMIEP/l Ty3eTyre apHajFaH Ty3eTy (QYHKIMIapbi-
HBIH KJIACTAPbI €CEeNTey KOHe IUCKPETTI MaTeMaTUKAHBIH MAaHBI3IbI MOcesesepiHin Oipi 60sbin
Kauta Oepemi. Kazipri yakeirra OyKijg ojemie FBIJIBIM MEH OHIIPICTiH MHTErPAIMACHIH KEeHEHTyTre
OGarpITTajIFaH KONTEreH FbUILIMUA 3€PTTEyJep KYpridiayie, aram afTKaHIa IBPUCTUKAJIBIK aJro-
PUTMIEP/IiH HOTHKeJIePiH Ty3eTy VIIiH k- MOHI JIOTMKAJIBIK (DYyHKIINAAIAD TEOPUSCHIH 2Kacayra
GarbITTasFaH. Byl »Kapnaiiia KAHOHIBIK, KAJBIITEL (hopMajiap KJIaChIHIarbl (hOpMyJiagapibl Ky-
Py, JIEeMEHTap KOCBHLIBICTAPILI KOATAY YKOHE 0JIap YIIH KeJiMJIey, CIHIpY 2KoHe UIAEMITOTeHTTLIIK
eperkesIepiH KOJIAaHy, TY3€eTy YKYileJepiHiH TOJBIKTBIFBIH TEKCEPY MAHBI3IbI POJI aTKApaIbl. PyHK-
nusiapel. JleMek, IBPUCTUKAJIBIK, OICTEPAiH, MEH AJITOPUTMIEPIH 2KACAY MAKCATTHI FHIIBIMU 3ePT-
Tey 60Jibll canasaIbl. Z2KyMbICTa k-MOH/II JIOTUKAJBIK (OYHKIMAIAPIBIH TUCHIOHKTUBTIK KAJIBIITHI
dopmastap KJIaChIHIa YCHIHBLIYBI KAPACTBIPBLIAIbI. k-MOH/II JTJOTMKAHBIH MOHOTOHIHI (DYHKITHIIa-
PBIHBIH OPTYPJI KJIaCcTaphl 3epTTesel. k-MoHII (PYHKIUIIAP/IBIH KHICKAPTHIIFAH YKOHEe €H KbICKa
JU3BIOHKTUBTIK KAJIBIITHL TYPJIEPIHIH COffKeCTiri TypaJsbl TeopeMaJsap JDJIeJIIeHIeH. k-MOHII MO-
HOTOHIBI (PYHKIUSIAPILIH, Oerii 6ip Kackl YITiH 6i3 OCHI CHIHBIITAFBI (PYHKITUSIIAP CAHBIHBIH
OGoJKaAMbBIH J1oJtesiieiiMis. k-MoHIl OYHKIUSIAPABbIH, JU3BIOHKTHBTIK KAJIBIITH (hOpMaIapbIHbIH,
Gipinmm perTi KepimisiecTiriMeH 31eMeHTap KOCBLIBICTAP/IbI KYTY KPUTEPHUIIepi JaIIesIeH .
Tyiiiu ce3aep: k-MoHIII, MUHUMU3AIINS, TU3BIOHKTUBTIK KAJIBIITHL (DOpMa, PAHT, KbICKAPTHLIFAH
I.K.D., MOHOTOH/IBI (DYHKITHSI.
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O MuHMMU3aUU k-3HAYHBIX JIOTMYECKNX (PYyHKIUI B KJacce
U3 BIOHKTUBHBIX HOPMAJIbHBIX (POPM

B mupe wuccireoBanus, MOCBSIIEHHBIE KOPPEKTUPOBKE PE3YJIbTATOB IBPUCTUIECKUX METOJIOB HA
OCHOBE TIPOIHO3MPOBAHUSI, PACIIO3HABAHUS, KJIACCHMDUKAINN, OIPE/IeJeHns] aDCOTIOTHOIO IKCTPe-
MyMa MHOTOMEPHON (DYHKIMH, aKTYaJbHBI U IIMPOKO HUCIOJIB3YIOTCA B TAKMX 0OJIACTSAX, KAK Me-
JIUIIHA, Te0JIOTHsI, TUAPOJIOTHS, MEHEIXKMEHT, BHIYUCIUTEILHON TexHuKe. B ¢Bsi3u ¢ 3TUM BaxK-
HO TIOCTPOEHUE ONMTUMAJIBHBIX KOPPEKTOPOB SBPUCTUIECKUX AJTOPUTMOB HA OCHOBE KOHTPOJIBHBIX
maTepuasos. [losToMy mpoBepKa IMOTHOTHL KJIACCOB k-3HAYUHBIX JIOTHIECKUX (DYHKITHI 1 pa3padoT-
Ka METOJIOB W AJI'OPUTMOB MUHUME3AIMK (DYHKIHI B KJIACCE KAHOHMIECKUX HOPMAJIBHBIX (DOPM,
OIIEHKA KOJIMYIECTBA MOHOTOHHBIX (DYHKITUI k-3HATHON JIOTUKHU, IIOCTPOEHIE MIHUMAJILHBIX OA3HCOB
CIEIUAJIbHBIX KJIACCOB KOPPEKTUPYIONNX (DYHKIUN J1jisi KOPPEKTUPOBKU HEKOPPEKTHBIX aJITOPUT-
MOB OCTaETCsI OJIHON M3 BayKHBIX 33,129 BEIYUCIUTEILHOM U INCKPETHOI MaTeMaTuku. B HacTosee
BpeMs B MUPE IIPOBOJMTCS MHOTO HAYJHBIX MUCCJIEIOBAHUI, HAIPABICHHBIX HA PACIIADEHUE MHTE-
rpaIlii HAYKHW ¥ TPOMBIIIJIEHHOCTH, B YACTHOCTH PA3BUTHE TEOPUH k-3HAUHBIX JIOTUIECKUX (DyHK-
Uit JiJisi KOPPEKIINU PEe3yJIbTATOB IBPUCTHIECKUX AJTOPUTMOB. [IpH 9TOM BayKHYIO POJIb UT'PAET
rnocrpoenue (GopMyJl B KJlacCe KAHOHUYECKMX HOPMAJIbHBIX (POPM, KOIUPOBAHUE IJIEMEHTAPHBIX
KOHBIOHKIIAI U IIPUMEHEHUE [JIsl HUX [TPABUJI CKJIEMBAHIS, TIOIJIONIEHNS W UIeMIIOTEHTHOCTH, IIPO-
BepKa MOJTHOTHI CHCTeM Koppektupyomux dyaknmit. CjenoBaTebHO, pa3padoTka 3phEeKTUBHBIX
9UCJIEHHBIX BBIYUCIUTEIbHBIX METO/IOB U aJTOPUTMOB IIOCTPOCHUS KOPPEKTUPYIOMNX (DYHKIIAN HaA
OCHOBE k-3HAYHOI JIOTUKH JIJTsI TIOBBIIIEHUSI TOYHOCTU PE3YJIHTATOB 9BPUCTUIECKUX METO/IOB CAUTA~
ercsl MeJIeBbIM HaydIHBIM HcCaefoBanneM. B pabore paccMarpuBaeTcs MpejcTaBieHne k-3HaTHBIX
JIOrmIecKux (DYHKIMI B KJIacCe U3 bIOHKTUBHBIX HOPMAaJIbHBIX (popMm. Vccseayrores pa3indHbie
KJIACCHI MOHOTOHHBIX (byHKIUil k-3Ha9HOil Jjloruku. JOKa3bIBAIOTCS TEOPEMBI O COBIAJEHUH CO-
KPAIIEHHBIX U KPATYANIINX JU3bIOHKTUBHBIX HOMAJIbLHBIX (DOpM k-3HA9HBIX yHKIWmit. s ompe-
JIEJIEHHOTO KJIacca k-3HAYHBIX MOHOTOHHBIX (DYHKIIHIA JOKA3bIBAETCs ONEHKA Yucjia (QyHKIH 13
9TOTO KJIACCA. JIOKA3BIBAIOTCS KPUTEPHUH HOTJIOMIEHNUS 9JIEMEHTAPHBIX KOHBIOHKIINI OKPECTHOCTHIO
[IEPBOIO TOPSIJIKA U3 bIOHKTUBHBIX HOPMAJIbHBIX (OpM k-3HAUHBIX (DYHKIIHIA.

KimtoueBbie cioBa: k-3HauHasi, MUHUMW3AIWsl, U3 bIOHKTUBHAS HOpMaJibHast (pOpMa, PAHT, CO-
Kparennas 1.H.¢., MOHOTOHHAas (pyHKITHSI.
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1 Introduction

The methods of k-valued logics are generally necessary for the study of a number of important
problems from the most diverse fields: biology, medicine, military affairs, automation, control,
planning of experiments etc., everywhere where not only the quantitative relationships
between the quantities characterizing the processes under consideration are significant, but
also the logical dependences connecting them [1—4|. A multi-valued logical function can be
represented as a disjunction (multi-place function "or") K; V K, V ... V K,,, where each
term is a conjunction (multi-place function BDmandsDK) of certain variables from the
set {x1, ..., x,}, taken with or without negation. k-valued function gives a description
functioning of the control system, and the formula realizing it, in particular, the disjunctive
normal form (d.n.f.), describes the scheme of this system, so that the nodes and elements
of the scheme correspond to the terms and letters of the d.n.f. as a rule, k-valued function
has many essentially different d.n.f. [5-12]. In mathematical logic they are considered from
the qualitative side. With the development of cybernetics, the terms and letters of the d.n.f.
began to reflect equipment costs in circuits and this drew attention to the quantitative side.
Therefore, one of the problems of k-valued logics dictated by practice is the problem of
minimizing multi-valued functions. The results of research in some areas in this area, in
particular, minimization in certain systems multi-valued functions are quite widely displayed
in the literature [13-15]. Therefore, it should immediately be noted that we will only discuss
the minimization of multi-valued functions in the class of d.n.f..

2 Problem statement

Consider the set of multivalued logic functions depending on n variables, etc. the set of
functions defined on the set of all vertices of the n-dimensional k-lattice E¥ and taking
values from the set E, = {0,1,...,k —1}. With this interpretation, there is a one-to-one
correspondence between multivalued logic functions depending on n arguments and subsets
of Ny C EF. The function f (z1,...,2,) and the subset N; C E* correspond to each other

. o v, ifl'GNf
in the case f () —{ 0, if x € EN\N, , where
vyeEC{0,1,....k—1} (1)

We can assume that the set E; divides the function f into a number of subfunctions
Jo ()5, fy (T), and the set Ny into pairwise disjoint subsets Ny ..., Ny where m =

| Eyl,
= _ ) if f(x)=";
F ) {0, if f(x)# 7
Ny ={a:(@eE)A(f(@a)=m),(i=Tm).}

It is easy to see that

F(@) = max {f,, (@), ... fr. (@)} (2)
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The function f, (z), which takes only two values (0 and ), will be called quasi-Boolean,
and the representation of the function f (z1,...,x,) in the form of a (2)-quasi-Boolean
representation of the multi-valued logical function f (z1,...,x,).

We introduce the function
k—1, ifxeM

Ju(z) = 0. ifréM where
MCE,={0,1,2,....k—1} (3)
An elementary conjunction (e.c.) is an expression
A =min [Jp, (z1),- .., I, (T0) 7], where
@+ M; C E, (j=1,n) (4)
Further, for brevity, formulas max [2(,...,%,,] will be conventionally denoted as 24; V ...V

A, = i\’/L1 A, - if 2A; is an analog of e.c., then this formula will be called disjunctive normal

form (d?n.f.).
The area of truth of e.c. let’s call 2 the region Ny in which 2l takes the value 7. It is easy

to see that the domain Ny = [] M; is a sub lattice (a subset of the set EF) of the lattice E¥.
j=1
With such a geometric consideration, the e.c. the sub lattice Ng corresponds to the lattice
Rank e.c. let’s 2 call a number r (A) = > (k — |M;|) = kn — >_ | M;|.
j=1 j=1
t —
The formula 9t = .\_/1 2A; where all 2;, (i = 1,t) are e.c. will be called the disjunctive

normal form.

Note that each set-valued logic function f (xy,...,z,) corresponds to a non-empty class
of d.n.f. realizing the given function. The set of all intervals corresponding to e.c. a certain
d.n.f. from this class determines the covering of Ny by sub lattices of the lattice E¥. Hence
it follows that the subsets M C Efj can be defined using the d.n.f.

Let I = { Ny}, be some subset of sub lattices from EF.

A sub lattice Ng € I is said to be maximal with respect to M if there is no sub lattice
Ngl in I such that NQ[ 7é NB and NQ[ 2 NB.

To represent the function f(xy,...,x,) in the form of a d.n.f. we considered its quasi-
Boolean representation: f = f,, V...V f, and 1 <79 <... < Y.

Note that for the same function f(Z) there can be several equivalent quasi-Boolean
representations. Indeed, f = f,, V...V f, = f"=f3 V...V [} where N . = Ny, U Qs

Qi S YN, (i =T,m).
We will consider only one "maximum"representation f' = f’. V...V f

JERAINE (i =1,m).

/

o where N =

Select all maximal sub lattices N Bi» (z = 1,m) contained in Ny~ that have non-empty

intersection with Ny —and such that the value of B; is equal to v; in NV Bi» (z =1, m). D.n.f.

m I . ~
m = Avl ~V1 Bj is called the reduced disjunctive normal form of the function f (7).
1=1j=
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A covering of a set Ny by maximal sub lattices is said to be irreducible if, after the removal
of any of its sub lattices, it ceases to be a covering. A d.n.f. realizing a function f is called
dead-end if it corresponds to an irreducible cover of the set Ny.

Consider a multivalued logic function F (z1,...,x,) defined at M C E¥ : F(Z) = v, if

TeM,(j=1m), m<k~€E, M= M and M M; =@ at (i #j, i, j =0,m).
1=0
And v < ... <Y, 70 =0.

Thus, F(z1,...,x,) is defined by specifying pairwise disjoint sets My, ..., M,,. The
function F (7) is defined, generally speaking, not on the entire set E¥. There are different
before the definition in the class of functions F' (z), multi-valued logic, not equivalent to each
other.

Our task is to find the simplest ones, in a certain sense, before definitions.

For F' (Z), select all maximal intervals N B (z =1,m,j= ﬁ) contained in EF\ ZL__J: M,
that have non-empty intersection with M; such that the value of Bj is equal to 7;.

D.nf M = i\z ji}l Bl is called the reduced normal form for F' (). It is easy to see that
d.n.f. nyrp is uniquely determined by the function F'.

Let us now indicate the points at which, when the values of the function F' change
(transition to F"), the values of nyrpr change (transition to nsrp).

3 Monotone functions of k-valued logic

Let’s consider some order on the set ¢,. For two sets &

= (o, 9,...q,) and 5 =
(61, Pa, - - . Bn) the precedence relation & < f is satisfied if a; < f; in this order for any
i=Tn

Definition 1. A k-valued logic function f(xy,zs,...,x,) is said to be monotonic with
respect to a given order if for any tuples o and 5 such that (% < B) we have f () < f(5).

[f0<1<2<...<k—1, then the set of functions that are monotone in this order
constitutes the class of monotone functions of k-valued logic.

Theorem 1. Abbreviated d.n.f. monotone function f, of k-valued logic in n variables

a) consists of e.c. K, and only elementary formulas of the form Jj, ;—1j (z),0 < a < k—1
are used;

b) Is the only minimal (shortest) d.n.f. of the function f.

Proof.

a) Let K = Jp, (1) - Jp, (22) - ... - Jp, () - v, where T} = [a;,k —1], j #1,0 < a; <
kE—1, T, = [b]U][a;, k —1], b; < a;.

Then the conjunction K, and hence the function f,, takes the value v on the set a =
(a1, G0, .. i1, iy Qig1y ..y Gp).

b) It follows from the monotonicity condition for the function f, that for any set b such
that b > @, Iy (E) =~y therefore, there exists an e.c. K' = Jpv, (21)- Jp, (x2) .. .- I, (20) -7,

where T"; = T}, j # i, T'; = [bs, k — 1], for which Ux C Ugs C Uy, , and e.c. K is not maximal
for Uy, .
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c) As proved, each maximum e.c. K functions has the form K = Jjg, x—1) (1) Jjas k-1] (22)-

) J[lln,k‘—l] (xn) Vs 0< a; <k-— L J= 1,_’)”&

Let us show that the set @ = (ay,a2,...,a,) is core for the function f,, etc. in the
abbreviated d.n.f. the function f, has no e.c., except for K, which takes the value v on this
set.

Indeed, if in the reduced d.n.f. function f, was an e.c. K', which takes the values 7 on the
tuple @, then it would follow from the monotonicity condition for the function f, that the
e.c. K’ takes the value v on all tuples b such that b > a, then Ux C Uy, which contradicts
the maximum e.c. K.

The theorem is proved.

Corollary. Abbreviated d.n.f. monotone function f of k-valued logic in n variables
consists of e.c. K* and is the only minimal d.n.f. functions f.

Proof. A monotone function f has the following obvious properties: for any comparable
collections a € Ny and be N 7, we have b > a for ~v < 6. Therefore, e.c. K, is included in
the abbreviated d.n.f. functions f, (v € {€x/0}) do not contain elementary formulas of type
Jr (x), where the set T is a disconnected set of points from e.

The second assertion is proved by the method of theorem 1, and the core sets for the

function f are the sets a = (a1, as,...,a,) in the e.c. K = Jig, ] (21) * Jjag 0] (22) -
J[anvb'n] (In) ' /7
Corollary proven. On the set ¢, we introduce a partial order 0 < 1,0 <2, ..., 0 < k—1

where 7 is incomparable with j if i, j € {e;/0}.

The set of functions of k-valued logic f in n variables, monotone in a given order, is
combined into the class S. Let us estimate the cardinality of the class S.

The set ¢y, is associated with a basic graph - a directed graph with K vertices corresponding
to the elements of the set €, in which there is an arc (7, j) if and only if i > j.

Let us introduce the Z axis on the plane. Associate each point A of the plane with the
number Z 4, the projection of A onto the Z axis. In particular, if the basis graph is drawn
on the plane, then each vertex corresponds to the number Z;. An image of a basic graph is
called admissible if for any arc (7, j) of the graph Z; — Z; > 1.

Consider a random variable & = Z 4, where the point A can fall into any vertex of the
graph with probability % then the expectation is M¢{ = Z,, = LAt Z gnd the variance is

2
k
=1 ; (Zi — Zup)*.
We will consider the image of the graph shifted so that M¢ = 0.

In older articles an estimate is obtained for finding the number ) (n) of monotone functions
of n variables from an arbitrary partially ordered set of k elements:

¥ (n) = dvam ) (5)
where € (n) — 0 at n — oo; D = inf D{; d = max (|Hy|,...,|Hs|), Ho < Hy < ... < Hgyy,

all H; C e, s > 1, |[Hy| = |Hey1| = 1 and H; # H;, at i # j (H; < H; if a < b for any
a € H;, b € Hj), the maximum is taken over all possible chains. This estimate is also valid
for the class of functions S.
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For the order in ¢, we have:

Zy—Zy>1
......... (6)
Tpr— 7y > 1
g, =Bt li+ +Z’“‘1_0,D§:l§Zﬂ ™
k k —

It follows that Z, < —k—;l and Z; > %, i=1,k—1,s0 D> % and D > %
On the set ¢, for the introduced order there is only (k — 1) chain

{0} <{0,1} < {1}

{0} <{0,k -1} < {k—1}
It is obvious that in the considered case d = 2.
Consequently

kn+1

{4 (n) = sty S (e (9)

where € (n) — 0 at n — 0.

For functions of class S, e.c. consists of elementary formulas of the form Jr (z), where

If for monotone functions f of k-valued logic the abbreviated d.n.f. is the only minimal
one, then for functions of the class S this property does not hold, which is demonstrated by
the following.

Example. k£ =3, n = 3.

Let  the function  f(z1,29,23) take the wvalues 1 on  the sets
(0,1,1),(1,1,1),(1,2,1),(2,1,1),(1,2,2) and 0 in other cases.

Abbreviated d.n.f. function f has the form:

De (f) = Ji(22) - i (w3) V Iy (21) - Jo (22) - Jjn g (3) (10)

and the minimum:

Dy (f) = Ji(w2) - Ji(w3) V i (21) - Ty (22) - i (23) (11)

The process of transition from the abbreviated d.n.f. functions f of a k-valued logic to a
dead-end one can be divided into elementary steps, each of which is a removal from the d.n.f.

m

D obtained in the previous step, one e.c. K. Removed e.c. is such that Ux C |J Uk,, where
j=1

K are some e.c. from d.s.f. D different from K.

In older articles the criterion for covering an interval by the sum of other intervals for
functions f of k-valued logic is described. For functions f of class S, this criterion has a
simpler form.
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E.c. K; and K, are called orthogonal if K- Ky = 0. In other words, conjunctions K; and
K, are orthogonal if and only if Uk, Uk, = @. Obviously, when studying the absorption,
some sets of e.c. {K;},j =1,m e.c. K it suffices to consider only those e.c. that are non-
orthogonal to K. To check orthogonality, it is easiest to use the following properties: two e.c.
are orthogonal if and only if there exists a variable z; for which le ﬂT]2 = O is satisfied in
the elementary formulas Jr3 (z1) and Jr2 (x2).

D.n.f. D realizing the function f absorbs the e.c. K if K (z) < D () for any = = &}.

Solet K = JTl (1‘1) : JT2 ($2) o JTt (ZL‘t) - .

Obviously, K can be absorbed only by those sets of e.c. {K;}, which take values from
{0,7v}, so let’s consider the absorption process using the example of the quasi-Boolean
function f,.

For each e.c. {K;}, j = 1,m construct an e.c. Kj, replacing the elementary formulas
Jr (x) occurring in K with Jp ,_1) ().

It’s obvious that Uy, C Uk,, Uk, N (UD/UKj) = .

Let us introduce into consideration the set }"'~ the collection of all sets from 7, in which
the t first coordinates take values from {e;/0}, and the rest are arbitrary.

Theorem 2. The disjunction D = .Q/ll K absorbs the e.c. K if and only if .7\/n1 K; =~ for
j= j=

~ t e m t
any T = ¢, etc. if v, K;=¢".
]:

Proof. Need. Let D absorb the e.c. K. Let us prove that in this case .7\7/11 K; = ~ for
=

any r = 5Z’t. Let us assume that this is not the case, etc. there is a collection & such

that '701 K; (3) = 0. Denote by x;,,...,x;, the variables that are not included in any of the
‘7:

e.c. from D. Obviously, the values of the remaining variables do not affect the value of the

m
expression V. Kj.

7=1
The value of the function f on the tuples & will be denoted by [f] S. Then one can write
V] =0 (12)
]:
where {3} is the set of sets whose (x1,z9,...,2;) coordinates take all possible values from

{ex/0}, and the remaining (n — t) coordinates are such that (12) is satisfied. hence we get
that [K;] {3} =0 for all j = 1,m, so [D] S = 0.

Let us determine the values of the remaining variables entering K (K # 0 on Up, since
K is not orthogonal to D) so that K turns into -y on these sets. The intersection of these two
sets determines the values of all variables in such a way that D takes the value 0 on this set,
and e.c. K value 7. This contradicts the condition K (z) < D (7) for any = = €, hence the

assumption that .ﬂ\/l1 K; #~on 5Z’t is false, and the necessity of the condition of the theorem
j:
is proved.

Adequacy. Let the condition of the theorem be satisfied etc., |J Uk, = 5Z’t. Then U C
j=1

U Uk;, but UsN| U Uk,/ U UK].) = g. Consequently. Ux C |J Uk;.
. e e .

j=1 7j=1
The theorem has been proven.
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4 Conclusions

The paper proposes a representation of k-valued functions in the class of disjunctive normal
forms. Monotone functions of k-valued logic are investigated. We prove theorems on the
coincidence of abbreviated and shortest d.n.f. k-valued functions. For a certain class of k-
valued monotone functions, the number of functions from this class is calculated. Criteria for
the absorption of elementary conjunctions by a first-order neighborhood are proposed.
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IN ONE SCENARIO, THE DEVELOPMENT OF A DEFECT IN THE
ATTACHMENT OF THE ROD

This article discusses the issue of the origin of a rod fastening defect. At the beginning of operation,
the rod is rigidly fixed at the edges. During operation, over time, certain defects may appear at
the ends of the rod. We need to find out what defects may occur? Then it is necessary to trace the
further behavior of the emerging defects at the ends of the rod. This paper discusses the diagnostics
of types of fastening of a structure made of interconnected rods. In this work, the state of fastening
types in individual parts of the structure is determined and a number of results are obtained using
mathematical analysis. Most of them assume how failures begin at the end connections of the
rods, and then the scenario for their further development. Mathematical models are presented to
determine the state of the rod attachments relative to the proposed scenario, and then the state in
which they are in is carefully examined. Defects in fastening objects made from a system of rods
are investigated using identification problems. The difference between this article and other works
is that instead of the shape of the area, the size of the object, or the state of its location, defects
that occur in fasteners are studied. This work is devoted to the search for types of fastening that
provide the required range of vibration frequencies.

Key words: Euler-Bernoulli equation, rod, defect, Taylor formula.

B.E. Kanryxun'?, K. A. Kaiteipbex'?*, B. Yancos®
19n-®apabu arsmparsr Kasax yarTelk yausepcureri, Kazaxcran, AJIMaTh K.
2MareMmaTHKa JKoHe MATeMATHKAJBIK MOJEIbAeY HHCTHTYTHI, Kasakcran, AJMars K.
3 JTorucTuka »KoHe KoK akajeMuschl, Kazakcran, AIMaTsl K.
*e-mail: kaiyrbek.zhalgas@gmail.com
Creprkenb OekiTyiHmeri akayabiH maiia 60bII JaMYybIHBIH CIIeHAPUiii TypaJsibl

Byn makanama cTeprkeHbIEp/IiH, aKaybIHBIH IILIFY TErl TypaJibl Mdcesie KAapacThIPbLIaabl. 2Ky-
MBICTBIH, OACHIH/Ia CTEPKEHDb YINITAPBIH/IA KATaH OeKiTisiei. YaKkbIT oTe Kejie CTePKEHb YIITTaAPbIHIA
Gesrini 6ip akay/aap maiiga 00Jybl MyMKiH. Bisre Kanmail akaynap maiija 60ybl MyMKIH €KeHiH
aapikTay Kepek?! ComaH KeifiH CTepXKeHb YINTapbIHIA Maiiia OOJAaThIH aKayJIap/blH OJaH oOpi
opekeTi Typasbl aiTblaanbl. Ocbl KyMmbIcTa €3apa OallyIAHBICKAH CTEPXKEHBIEPICH KYpaJFaH
KOHCTPYKIUSHBIH O€KiTy TypJepiHe IMArHOCTHKA »Kacay KapacTBhIPBLIFaH. DyJ KyMbICTa
KOHCTPYKIIUSHBIH, YKeKe OeJImeKkTepinge 6eKkiTy TypJiepiHiH akyasbl aHBIKTAJIIbI KoHE OipKaTrap
HOTHXKEJIED MaTeMaTUKAJIBIK >KOJIMEH TaJiliay apKbLibl ajbiarad. OJap/biH Kebi crep:KeHbIepIiH,
meTTiK OekiTy/epiHge akay Kaail Oacrajiajpl KoHEe OJ[aH KeliH ojiap apbl Kapail Kaxmait
CIIEHAPUMEH JTAMUTHIHBI YCHIHBLIFAH. Y CHIHBIIFAH CIleHapuure OailjIaHbICTBI CTEPXKEHBHIH, MIETTIK
OekiTyiHiH KyHiH aHbIKTayra MAaTEeMATHKAJIBIK, MOJEIbIECD KOPCETLITeH »KoHe OJaH KeWiH oJap
KaHJiall Kyiige 6osiaTbiHbl MYKUSIT 3epTTesred. CTepKeHbJep »KyiieciHeH KypacThIPbLIFaH 00beK-
Tijepain GekiTyiHjeri akaysiapbiH uiaeHTH(UKAIUsIay ecenTepi OoiibiHima 3eprresinred. Ocer
MaKaJaHbIH 0aCKa YKYMBICTAP/IAaH e3rele iiri — 06Jibic (hopMachl, OOLEKT KOJIeMi HEMece OPHAJIACY
JKaFJaibIHBIH OPHBIHA OeKiTysrepie maiifa OoJaThiH akayaap 3eprreneni. by xKymbicta Tepbesic
JKALTNiHIE KAYKeTTi JUATa30HbIH KAMTAMACKI3 €TeTiH OEeKITY TYypJIepiH i3/1ey KapacThIPhLIAJIbL.

Tyiiin ce3aep: Ditnep-Bepuyiuu tenjeyi, crep:kenb, akay, Teiliop dbopmysacsl.
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O6 ogHOM CIIEHAPUU 3aPOXKJEHUsI PA3BUTHUs NAedeKTa KperJieHne CTeP>KHS

B mammoit crathe obCy»KIaeTcss BOIPOC 3apOoXKIaeHns jedeKkTa KpEeIIeHUs CTEep:KHdA. BHavase
SKCIUIyaTallil CTEPXKEHDb II0 KpasiM YKeCTKO 3aKpelieH. B mporecce SKCILUTyaTaluu ¢ TeIeHueM
BPEMEHH MOI'YT IOsIBJIATBCS T€ WJIM WHBIE JIePEeKThl Ha KOHIAX CTep:KHsi. HaJlo BBISICHUTH KaKue
JedeKThl MOI'YT BO3HUKAThH?! 3aTeM HAJ0 IPOCJEIUTh JaJibHeillee OBeJIeHre BO3HUKAIOIIETO
JeeKTOB Ha KOHIAX CTEpPXKHs. B jaHHO# pabore paccMaTpuBaeTcsl JUATHOCTUKA BUIOB Kpel-
JIeHUsl KOHCTPYKITMH W3 COEJIMHEHHBIX MeXKy coboit crepxkHeit. B mammoit pabore ompemeseHo
COCTOSTHUE TUIIOB KPEIJIEHUsI B OTJEJbHBIX YACTAX KOHCTPYKIIMA U METOJIOM MATEMATHIECKOTO
aHaJIM3a MOJyJeH PsiJi Pe3yIbTaTOB. BOJBIIMHCTBO M3 HUX IIPEJIIOJIATAIOT, KAK HAYUHAIOTCS
pa3pylleHns B KOHIIEBBIX COEJUHEHMSIX CTEPXKHEl, a 3aTeM CIIEHAPUI UX JTAJIbHENIIEro Pa3BUTHS.
[IpencraBiienbl MaTeMaTUdecKue MOIENHM JJIsi ONpEJesIeHns COCTOsIHUsI KPEIJIEHUs] CTEPXKHSI
OTHOCHTEJILHO ITIPEJJIOZKEHHOTO CIIEHAPHs, & 3aTeM TINATEJbHO M3y9YeHO, B KAKOM COCTOSHUU OHU
naxonarcs. JdedekTor Kperierns: 00beKTOB, H3TOTOBJIEHHBIX U3 CHCTEMbI CTEPXKHEN, NCCIIeYIOTCS
mo 3ajadaM ujeHTuduKamymn. OTaudne JTaHHON CTATbU OT APYIUX paboT COCTOUT B TOM, UTO
BMecTO (OpMBI 00J1aCTH, pasMepa OObEKTa WM COCTOSHHUH €ro PACIIOJIOXKEHUs] H3YUar0TCs
JedeKThl, BO3HUKAONNE B KpeljieHnax. Jlamuas pabora MOCBSIIEHA MMOUCKY THUIIOB KPEIJICHUS,
00€eCITeINBAIONTNX HEOOXOINMBI JUAIA30H 9acTOT BUOPAIIAM.

KumroueBbie cisioBa: Ypasraenue Ditjepa-bBepryiun, crepxkenn, nedekr, popmysta Teitropa.

1 Introduction

Acoustic diagnostics is the determination of the technical condition of equipment in working
order based on the parameters of vibration processes. Acoustic diagnostic methods are widely
used to determine the strength of various materials and the location of incipient, incipient
and developing cracks. The acoustic diagnostic method is used to determine the technical
condition of a structure in various environments. Acoustic diagnostic methods make it possible
to study the structure itself as a whole without dismantling it. This work is devoted to the
search for types of fastening that provide the required range of vibration frequencies. Such
problems relate to the problems of mathematical acoustics outlined above. Even in this case,
it is necessary to identify parameters that describe the state of fixation by natural frequency.
More precisely, the diagnostics of the states of the edge fastenings of the rods based on the
frequencies of transverse vibrations is considered.

Transverse oscillations of the rod are described by the Euler-Bernoulli equation [1], which
is written in the form

0? O*w O*w

relative to the transverse deflection w(x,t).

Here are E, J, A, p standard physical characteristics of the material from which the rod is
made. At the beginning, we consider that both ends of the rod are rigidly fixed. This means
that relations
ow(0,t)

Ox

=0, w(l,t) =0, Mzo

w(0,t) =0, e
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are fulfilled. In this case, the length of the rod is chosen equal to [. Over time, defects may
appear along the rod. We believe that, first of all, defects can arise at one of the ends of the
rod.

A comparative analysis of literary [1-3] sources indicates that it is easier to bend a rod
than to stretch it or rotate it around the axis of the rod. The mathematically specified
phenomenon is characterized by the asymptotic behavior of wy(z,t), ws(x,t) transverse and
ws(x,t) longitudinal deviations in the form of

% (é1-wi(z) + & wa(z)) + % -3 (w3(z) —m %wl(fﬂ) - 772%?112(95)) + %(77152 —1€7) (2)
Here €3 direction is along the rod, and €7, €5 directions are perpendicular to the rod axis [3].
In expression 2 there is also wy(z,t), which characterizes the torsion around the axis of the
rod. Parameter A is also involved here, which characterizes the diameter of the cross section
of the rod. Taking into account the above-mentioned effect, given by expression 2 , we can
now proceed to the study of physical phenomena occurring near the fixed end of the rod.

2 Methods and materials

2.1 The scenario of the occurrence and development of defects at the point of
attachment of the rod

In this point, one of the possible variants of occurrence at the end points of the rod attachment
is attached. The scenario consists of four stages of emergence and development of a defect at
one end of a rod. The defect at the point of attachment of the rod undergoes the following
stages. At the beginning, the end of the rod is rigidly fixed, then during the operation
of the rod, the conditions of rigid fixation of the rod are weakened due to the bending
moment. The next stage is characterized by the fact that the actions of transverse forces
cause "backlash"at the point of attachment. Each stage of the defect corresponds to its own
individual frequency of transverse oscillations of the rod. The indicated natural oscillations of
the rod can be measured by acoustic means. Thus, based on the measured natural frequencies
of the transverse oscillations of the rod, the stage of the defect in the end fixings of the rod
can be determined.

Now consider the neighborhood of rod z = 0. That is, z is between 0 and h. Then the
Taylor formula [4]

ow(0,t)  10%w(0,t) ,
ox +2 0x? v

w(z, t) =w(0,t) +

ow(x,t)  Ow(0,t)  0*w(0,t) 133w(0,t)
or  Ox + Ox? x+2 o5
we use for the rigidly fixed edge x = 0, and we get
w(h,t) ~ %—823”58”5) h?

ow(ht) . 9%w(0,t) 1 03w(0,t) 1.3
ox 7 922 h+ el

27 ox
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We know that torque is equal to the theory of elasticity

0%w(0,t
Y]

and is equal to the transverse force

Pw(0,t)

Q(0) = BJ— 5

Therefore, from equation 3 the relations are fulfilled

w(h,t) ~ ;é‘jM(O)

ow(h,t) 3
5~ = M(0) + 555Q(0)

for moment and transverse force [5].

Now we can predict how a defect will appear at edge x = 0 of the rod and according to
what scenario it will develop.

Let there be at the beginning a rigid fastening of the edge z = 0 of the rod

w(0,t) =0, Ow(0.1)

o ~0. (4)

=0

During operation (after some time) conditions

ow(0, 1)

ox

0?w(0, h)

w(0,t) =0, o (5)

= @1
=0

are carried out taking into account relation 4. Since h — is small, the following hierarchy

0?w(0,1) S B2 Pw(0,t) W Pw(0,t)

h
0x? 2 Oz2 > 2 Ox3

w(0,t)  h3 FPw(0,t)
ox2 ' 2 923

will be executed. Therefore, we will first consider h%, and %82
small quantities. That is, it can be considered zero.

are very

Here a; is the parameter. In this case, fastening 4 is transferred to condition 5 . This is

where edge defect x = 0 begins to appear. In this case, it shows that the value of h%
and h3 % is very small. Therefore, condition 5 is satisfied. The mechanical meaning of

this condition 5 is to take into account the influence of angular momentum M (0) on the
value of the angle of inclination %. Therefore, instead of condition 4, condition 5 should
be taken into account. If previously there was a rigid mount, now it is necessary to take into
account the influence of torque. If you have observed such a situation, then you can continue
to use the rod. Due to the impact of torque, the rigid mount was changed to the mount

under condition 4, but we continue to operate. At this stage [6], there is no need to stop
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using the rods, even though the angle of inclination appears. That is, it does not require repair.

But one thing should be noted: the natural frequencies of horizontal oscillations according
to conditions 4 change when the natural frequencies are conditions 5. If we continue to use
the rods without repair, then we will call the transition from state 4 to state 5 a level 1 defect
and assume that this defect does not yet require repair. So, let us assume that conditions
5 are satisfied at edge x = 0. From the asymptotic relations 2, the boundary conditions 5
change to the following conditions:

2w
w(0,t) = 0428T(2’t) (©)
w 2’LU
o0 = o, 2500

here 0 < ap < . In this case, we consider that a level 2 defect has occurred on edge x = 0
in which case the repair time will be reduced. Therefore, the risk is even higher than the
previous level. Previously, the degree of destruction varied under the influence of torque.
Now we need to take into account the action of the transverse force Q(0). If we take these
points into account [7], the rod goes through 4 stages during operation.

3 Conclusion

At stage 1 there will be a rigid fastening. At this moment, the equation of the rod is described
by equation

At this stage the rod is in a horizontal position. After the 15 stage, after rigid fastening, it
moves on to bending. At this moment the equation of the rod will be

w(0) = 0 Ow(0) _ N 9?w(0)

ox Yor?

At this stage, the rod deviates from the horizontal position and acquires an inclined angle.

At this stage there is no need for repairs. Here the rigid fastening is maintained. Here the
edge binding remains as rigid as before. Bending occurs only along the rod. That is, the rod
retains its original fastening.

After the 2" stage, edge = 0 is weakened. At this stage, you can continue using the
rod. We must remember that repairs must be made there in the future. That is, the edges
of the rod change from a rigid attachment to a slightly looser edge. Therefore, as the ends
of the rod are weakened from the rigid fastenings, play occurs. The resulting play does not
completely release the rod. When there is play in the rigid fasteners, a hole appears. The
equation of the rod for backlash has the form [6]

9?w(0)  ow(0) 0?w(0)

or? ' Ox o 0x2

; a> [



B.E. Kanguzhin et al. 51

At this time we must remember the work ahead. After the 3™ stage it moves from bend

to fracture. The rod at this time is described by the equation [6]

9w (0) ow(0 Pw(0)  Pw(0
w(0) =5 83:(2)’ a;):‘“ 8x(2)+ axg)’ > >

At this time, a transverse force acts on the rod. As a result, the rod will break.

That is, we see here that at the end there is a transverse force. This shear force will cause

the rod to break. Then from these stages we draw the following conclusions: First of all, the
rod bends under the influence of a torque, under the influence of which its edges become
loose, and the rod breaks under the action of a transverse force. At this time, it is necessary
to urgently repair the rod. All this follows from the Taylor formula of the form of the equation
of state of the rods.
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INTEGRO-INTERPOLATION METHOD OF CONSTRUCTING A
DIFFERENCE SCHEME IN A PROBLEM WITH A MOVING BOUNDARY

Working with systems that involve moving boundaries can be a very difficult task. Not only do
we have to solve the equations describing the system, but we also have to find the region the
system occupies at each step. One of the common moving-boundary classes, Stefan problems
are systems of diffusion or heat-conduction where the boundaries between the different phases
in the system change over time [1,2]. Unfortunately, since Stefan problems can be so complex
that an analytical solution of the system is often impossible. Therefore, approximate analytical
methods or numerical methods, which are the most practical for working with these problems,
are often used. This work is devoted to numerical investigation of nonlinear fluid filtration.
Hydrodynamic study of non-Newtonian fluid filtration requires solving nonlinear differential
equations with partial derivatives. The integration of these equations is associated with serious
mathematical difficulties caused by moving boundaries, the dependence of the physical properties
on the coordinates and time, the specifics of the boundary conditions. Therefore, in the works
devoted to the study of nonlinear effects of filtering liquid and gas, approximate methods are
used (quasistationary approximation, the integral relations and numerical). Among them, we
can note the simplicity and versatility of finite difference method, which, however, requires
the solution of a complex system of algebraic equations with simple computational algorithms.
In our problem, in order to close the mathematical system, another equation is required is
a type of Stefan’s condition. This is the law of conservation of momentum balance, which
determines the position of the moving interface. Note that this moving boundary is an unknown
surface. Consequently, the problem we are considering is an example of a free boundary problem [3].

Key words: nonlinear fluid filtration, non-newtonian fluid, movable boundary, region of the grids,
numerical solution, finite difference method, approximate analytical solution.

A. Kapumos, K. Nman6epaues™
Ou-Qapabu arsingarel Kazak yaTTeik yHEBepcuTeTi, Kazakcran, AiMaTsl K.
*e-mail: kanzharbek75ikb@gmail.com
IITekapachl >KBII>KBIMAJIBI €CEITIiH allbIPBIM/IBIK, CXEMACHIH KYPY/IbIH
MHTErpO-UHTEPIOJISIIINS dIici

2Kyite xKbpunRKBIMAIBI IeKepaJiap OoiibiHIa Oepisice Kypzemni ecenke kartanbl. MyHaa xyiteni cu-
nmaTTafiThlH TEeHJEYl IIelin KoiMaii, »KyiieHiH esrepic aiimarbin 6i1y Kaxker. OcblHmail Ken Ta-
paraH >KbLIKBIMAJIBI MTEKpachbIMeH OepinreH ecentepain 1uddy3usIbK, HeMece *KbLIYOTKI3TMTIK
nporecrepe Ke3necyi Credan Tunrec ecernrrepre )karajibl. byHail xxyiiese oprypJi dasaaapibiy,
IIeKapachl yaKbITKa GaflJlaHbICTHI 03repin oTbipasl [1,2]. Okinimke opait, Credan ecenrepi Kyp-
Jesi 6OFaHIBIKTaH aHaATUTHKAJBIK MENTiMIepiH aHbIKTay MYMKIHIITT KubiH. COHIBIKTAH MYHIAM
ecenrepe KYybIK aHAJTATUKAJBIK ITETiMi YKoHe ToXKipnbeae bIHFaIbl CAHIBIK, YKYbIK ITeNTiMIepi
KOJITaHbLIa Ibl. Byur ecent chI3bIKTHI emec (uIonITiH QuaTpIenyiHiH CaHIbIK 3epPTTey YKYMBIChIHA
KaTabl. HBIOTOHIBIK eMec CYHABIKTapIbIH (DUIHTPJICHYIHIH THIPOIMHAMIKACHIH 36PTTEY CHI3BIKTHI
eMec jiepbec TYBIHABLIBL TudepeHnraIbK, TeHIEYIiH menniMine 0aillaHbICTh Kypaesi 601ab.
MyHalt ecenTep/iiH MHTErpajIblH AHBIKTAY KEJIeCi MaTaMaTUKAJIBIK KUBIHIBIKTAD TYIBIPAIbI: IPO-
[ECTi CAMATTANTHIH (PU3NKAJBIK IMAMAJAP/IBIH KEHICTIK KOODIWHATTAPBIHA YKOHE YaKbITKA Oaii-
JIAHBICTBI ©3repici, KBIIKBIMAJIBI ITeKapaJap/IblH *KoHe IeKapaJiblK, IIapTTap/IblH epeKIesirine
GaitiaupicTel 60a b, COHABIKTAH CYHBIKTAP/IBIH, (DUIBTPIIEHYIHIH ChI3BIKTHI eMec 3 deKTimrin
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3eprTeylie KYbIK HIbIFapy ojicrepi (KBa3UCHI3BIKTBI, WHTEIDAJIBIK KATHIHAC HEMECEe CAHJIbIK)
KOJIJIAHBLIAIbI. DyaapaplH, iMmiHge KapamailbIMIbLIBIFEIMEH 2KOHE JKeTIMIIIriMeH aKbIPJIbI-
aflbIPBIMJIBIK, OJIIC epeKIlie OpbIH afajpl. bipak ecenrey ajaropuTMiHiH KEHUITITiHE KapaMacTaH
KypZesi ajaredpaJiblk TeHJeyJep KyHeciH KypblIll IIbFapy KepeK. Bi3jiH ecenTi TyHbIKTAJIFaH
MaTeMaTUKAJIBIK 2Kyitere keaTipy yiria CredaH mapThiHIa Ke3IeCeTiH TeHIey KaxKeT. By xkepie
CYHMBIKTBHIK, KO3TAJIBICHIHBIH, MIEKAPACHIHA OAMIAHBICTHI KO3FAJIBIC MOJIIIEPIHIH CAKTAILY HMITYJIbC
3aHBIH OepeTin TeHgey 0oy Kepek. MyHgait ecen Genrici3 mexkapara 0aIaHBICTBI KBLIXKBIMAJIBI
6erTi Gepeii. COHIBIKTAH €PKiH YKBIJIKBIATHIH IIeKapara 6ailjlaHbICThI IIapTIIeH OepijireH ecerke
MbIcaJl Godta aasl [3].

TyiiiH ce3ep: ChI3BIKTHI eMeC CYHBIKTHIKTBI (huiibTparusiiay, HbIOTOHIBIK eMec CYIBbIKTHIK,
KBUIKBIMAJIBI IIIEKaPa, TOP aliMarbl, CAHIBIK, IIEINTiM, KT albIPMIBIK, J/IiC, YKYBIKTAJTAH aAHAJIU-
THUKAJIBIK, TITETITiM.

A. Kapumos, K. manbepnues*

Kazaxckuii HarmoHa/IbHBIN yHUBepcuTeT nMeHn ajib-Papabu, Kasaxcran, r. Ajmars
*e-mail: kanzharbek75ikb@gmail.com
Nurerpo-uHTEpPHOJSIMOHABIE METO/, TIOCTPOEHUS PA3HOCTHOUM CXEMBbI
B 3ajiave C MOJBUXKHOW rpaHuIiei

Pabora ¢ cucremamu, KOTOpble MMEIOT MOJABUKHBIE TPAHUITBI, MOXKET OKA3ATHCS OYEHDb CJIOYKHOM
zamadeir. HyKHO He TOJBKO peNInTh ypaBHEHUs], ONUCHIBAIOIINE CHUCTEMY, HO U HAWTU 00JIACTD,
KOTODPYIO CHCTEMa 3aHMMaeT Ha KakjoMm mare. OJuH U3 PaclpOCTPaHEHHBIX KJIACCOB 3aJad C
JBUXKYIIUMUCS TpaHunamu, 3agadu Credana — 310 cucrembl quddy3un WM TEIIONPOBOIHOCTH,
B KOTOPBIX TPAHUIILI MEKJLy PA3IMIHBIMU (DA3aMU B CUCTEME MEHAIOTCS ¢ TedeHneM Bpement [1,2].
K coxanenuro, nmockosbky 3azadun CredaHa MOTYT OBITh HACTOJIBKO CJIOXKHBIMHU, UYTO AHAJIATH-
YecKOe peIlleHre CUCTEMBI YacTO OKA3bIBAETCH HEBO3MOXKHBIM. 1l03TOMYy YacTO WCIIONB3YIOTCS
IPUOIMKEHHbIE aHAJIUTHYECKAE METO/IbI HJIM YUCJIE€HHbIE METObl, KOTOPbIe Hanboiee IPAKTHIHBI
JUIst paboThI ¢ TAaKUME 3ajadaMu. JlanHas paboTa MOCBAIEHA THCJICHHOMY HCCICTOBAHUIO HEJIH-
HeitHoi dubrparun urronga. ['uapoaunHaMudeckoe nccaea0Banne (puIbTPAINi HEHbIOTOHOBCKOM
KHUJAKOCTU CTABUT TepeJ HeOOXOINMOCTBIO PEleHns HeJIMHEeHHBbIX AuddepeHnuaabHblX ypaBHe-
HUAW € YACTHBIMH NPOU3BOAHLIMU. VIHTErpmpoBaHme TAaKWX yPABHEHUIl CBA3AHO C CEPHE3HBIMU
MaTeMaTUIECKIMU TPYAHOCTAMH, OOYCJIOBJIEHHBIMHU IIOJBHKHBIMYM TPAHUIAMM, 3aBACHMOCTBIO
du3MIeCKUX CBOICTB OT KOODJMHAT W BPEMeHH, Cleludukoil KpaeBblx ycjosuit. Ilosromy B
paboTax, MOCBSIIEHHBIX UCCJIEIOBAHNIO HEJIMHEHHBIX 3D MEKTOB duibTpanun GJIOuIa, TPUMEHs-
I0TCsl TIPUOJIMKEHHBIE METO/Ib (KBA3UCTAIIMOHAPHOE TPUOJINKEHNEe, HHTErPAJIbHBIE COOTHOIICHNUS
u uucienubie). Cpeln HUX IPOCTOTON M YHUBEPCAJIBLHOCTBIO OTJINIAETC METOJ, KOHEUHBIX Pa3HO-
cTeil, KOTOPBIi, OHAKO, TPeOYeT pelreHns TPOMO3IKON CUCTEMBI aJiredOpandecKux ypaBHEHUH Tpu
[IpoCTaTe BBIYUC/IMTEBHBIX AJITOPUTMOB. B Hameil 3ajade, 9T00bI 3aMKHYTh MaTEeMATHYIECKYIO
cucremy, tpebyercs ere onHO ypaBHeHue — Tuna ycjaoBusg Credana. DTO 3aKOH COXPAHEHUS
OaslaHCa UMILYJIbCa JBUYKEHUsI, KOTOPBI OMpeesseT MOJI0KEeHNe IBUXKYIIEeCs: TPAHUITHl PA3/IeIa.
SamMeTnM, 9TO 3Ta ABUKYIIASCS TPAHUIA SBJISIETCS HEN3BECTHON MOBEPXHOCTHIO. Ciie10BATE/IBHO,
paceMaTpuBaeMast HaMU 33/1a4a sIBJIsIeTCsT IPUMEPOM 3aJIa9u €O CcBOGOHOM Tpanumeii [3].

KuroueBble ciioBa: nenuneiinas GuiabTpanus *KUIKOCTH, HEHbIOTOHOBCKAsT YKUJIKOCTD, TTOIBUK-
Hasl TpaHUIE@, 006/1acTb CETOK, UMCJIEHHOE PeIleHre, MeTOJI KOHEYHBIX PAa3HOCTel, MpuOIN:KeHHOe
AHAJIUTUIECKOE peleHue.

1 Introduction

Oils of Western Kazakhstan, containing a relatively large amount of paraffin-asphaltene-
resinous substances, belong to non-Newtonian fluids. The study of the structural and
mechanical properties of such oils is of great interest for solving various issues of oil
production. The study of the rheological characteristics of non-Newtonian oils on a capillary
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viscometer (copper capillary tubes with a diameter of 2, 3 and 4 mm and a length of 200,
300 and 400 mm) was carried out according to a well-known technique, [4-6]. For oil with
a 25% resin content at temperatures of 16, 18 and 210 C, the characteristic dependence
¥ = Y(|]VP|) Figure 1 shows the curve, |7,8|. For the test oil, the plot of dependence is
nonlinear and passes through the origin, and it is convexed downwards at small pressure
gradients, and at large it has a linear shape. Models of viscous and viscous-plastic media and
various types of dependence were used to describe the structural behavior of the fluid. So,
for example, the flow curve shown in Figure 1 can be approximated by two straight lines, in
particular, one straight line O A, passing through the origin, and another AC, cutting off on
the abscissa axis segment OB, corresponding to the limiting shear gradient g,. If we restrict
research to |[VP| > g,, then we obtain a model similar to the Shvedov-Bingham model, and
for [VP| < g, is viscous fluid flow model.

+/9/ c

Figure 1

Figure 1. Shows the experimental dependence of the ¥ = J(|VP|) fluid filtration rate
(solid curve 1) and its approximation (dashed lines) BC or OAC. If the rate of fluid filtration
at low pressure gradients cannot be neglected, then it is necessary to use filtration models
that take into account the fluid flow at such gradients. These models include those based on
polygonal or other approximations of the indicator curve

9 = 9(|VP)).

When using the experimental curve (1), the velocity of fluid movement in a porous medium

can be described by the nonlinear equation, [5,8]:
— k VP
v MF(|VP\)|VP|. (1)

In this case F(|VP]|) is a continuous positive, monotonically increasing function
(F'(|VP|) > 0), derivative of which can have a finite number of discontinuities of the first
kind.

Figure 1 (curve 1) shows a model of a viscous medium with an apparent viscosity [7]
depending on the pressure gradient. In this case, the polygon fits into the indicator curve
in such a way that its first link passes through the origin and characterizes filtration at low
pressure gradients, and the second link coincides with the asymptote of the graph ¢ = 9(|V P|)
and characterized the flow of fluids at large pressure gradients.
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To calculate the filtration of a Newtonian fluid, along with mathematical methods,
simulators (analog computers) are widely used, however, electric simulation of the flow of
a non-Newtonian fluid in a porous medium using conventional simulators is in most cases
impossible. In work [9] similarity criteria are derived and an analog simulator based on the
well-known electrohydrodynamic analogy is described. In the case when the movements of the
liquid at small pressure gradients are not taken into account, i.e. the curve is approximated
by a half-line BC| cutting off on the abscissa axis a segment of OB.

Thus, approximation by a two-link polygon will give the following model of nonlinear
filtering [8].

= { —kvP, IVP| < g.,

—2(IVP| = g gy, IVP > ga

(2)

Here p, = (1 — 5) is the apparent viscosity, and p and v are dynamic viscosities at small
and large pressure gradients.

In other works [8], approximate analytical solutions for this problem were obtained using
various approximations: either the half-line BC' or the polygon OAC. To obtain approximate
solutions, usually use the method of integral relations proposed by G.I. Barenblatt [6] and the
method based on applying the Laplace transform. With the help of the Laplace transform,
the approximate solution of the problem is limited to the initial stage of the process (quasi-
stationary approximation).

2 Methods and materials

2.1 System of equations describing isothermal fluid filtration

It is assumed that the terrestrial rock is elastic, and the fluid belongs to the class of weakly
compressible liquids. Under these assumptions, the mathematical model can be represented
in the form of the following system of equations: continuity equation % +div(pd ) = 0;
equation of the porous medium state is dm = S,.dP; equation for the fluid state is p =
po exp[Br (P — Ry)].

Then the equation of continuity, taking into account the equations of state of the porous
medium and fluid becomes

6*%—1; +divd = 0. (3)

In the above formulas, the following designations are adopted: k is permeability coefficient,
B* = B, + By is reservoir coefficient of elasticity, f, and 3¢ are rock and fluid compressibility
factors.

2.2 Mathematical model of nonlinear fluid filtration

Let’s now consider the problem of fluid filtration, i.e. with polygonal approximation of
the experimental flow rate is depression curve (Figure 1). Let an isotropic layer of unit
thickness and width be filled with a homogeneous liquid. Under the long-term influence of
the temperature field, the liquid acquired structural and mechanical properties that were
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unequal along the length of the formation. In this case, the value of the gradient at the
boundary of the viscosity discontinuity can depend on the x coordinate. If the structural and
mechanical properties of liquid particles are distributed during their transfer, we will assume
that the magnitude of the gradient at the viscosity discontinuity boundary g(z, t) will change
in proportion to the speed of the liquid. Then, taking into account the filtration law (2), the
continuity equation (3) in a one-dimensional formulation for the case g(x,0) = g. = const
is reduced to solving the equations |7, 8]. Thus, it is required to find the function P;(z,t),
Py(x,t), £(t) from the conditions:

on _ 0 OP,
on _ 9 - ;
ot T oz {kl(ﬂf’t) (—&E u*g*)] , mo <z <E(t), t>0, (1)
op, 0 OP,
or _ 0 o |
ot T ox {]@(%t) ax} , W <z<L, t>0 )

where ¢; = up*, co = vp*.
Under the initial condition

Py(2,0) = p(x), 20 <z <L, £0)= o, (6)

and the condition of matching the initial values P, and P, : Pr% P(x,t) = @(xp).
—

Under the following conditions on the unknown boundary £ = &(¢) :

xl_l)fgrio P(x,t) = xl_l)t{IJer Py(x,t), t>0, (7)
li 8P( t) li aP( t) t>0 (8)
im —P(z,t) = lim —Ps(z,t) = g., .

rz—£—0 ox 1 z—£+0 ox 2\ g

and the corresponding condition on the gallery

ok (w - u*g*) L AP (a0 t) = a(t), 50, (9)
Py(L.t) = o(L), ¢>0. (10)

where oy - 81 =0, ay + 51 = 1.

Unlike problems [10-12], here there is no explicit equation for determining the free
boundary, however, the known value of the gradient at the viscosity discontinuity boundary
allows us to construct a difference scheme that allows us to determine the position of the
boundary.

It should be noted that in a layer of finite length L, filtration is divided into two periods.
The first period is at 0 <t < T, where T is the moment in time when the boundary reaches
the right end of the formation (£(7") = L), the second period at t > T is characterized by the
solution of equation (4). An approximate solution of the problem by the method of integral
relations was considered, for example, in [8].

In the case of rectilinear-parallel motion of the medium and g, = const, taking into
account the following dimensionless parameters:

§ R;(Sl?,t) 7 ]ﬁ(I,t)

zv U= PO )

__Z =
x_za 5_
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S [,Lokfg(l‘,t) — t _ g*L — Mql L
k t e t: —_ = — e _— «Jx e,
2(T, 1) o o 9=po O " + psg 2
*LQ
to_“i =2 a=1, e=1, i=1,2
0 2

For Py, P in dimensionless form, one notation u(7, t) is adopted, since they are defined
in non-intersecting areas, and the continuity conditions are satisfied at the interface. It is
necessary to define the functions u(x,t) so that they satisfy the filtration equation. Let’s
write the equations by omitting the dashes above the variables

ou 0 (,0u

Moreover, the functions u, ¢ and k are defined in the intervals 0 < z < £(t) and £(t) <
r <1, ie.

k::{ ki(z,t), 0<xz<(t), 0 < ks < ko
kQ(Iat)a §<t) <z < 17
(12)
) a@t), 0<z <), .
‘- { o), ()<<, | SGSO

Note that the functions ¢ and k may have a discontinuity at = = &(¢). In addition
to equation (11), the functions u(z,t) and £(t) at the interface x = £(¢) must satisfy the
conditions of continuity of the desired function

u(§ —0,t) =u(§ +0,1),

and matching gradients at the viscosity discontinuity boundary:

0 0
Sou(§ = 0,8) = =€ +0.1) = g. (13)

Initial conditions
u(z,0) = p(x), £(0) = zo, (14)
and boundary conditions
hu(zo,t) = qi(t), wu(l,t)=1. (15)
Here the operator corresponds to plane-parallel filtration

ou

ll = (k1%> + ﬁlu.

Assuming that problem (11)—(15) is posed correctly and we assume that &(¢) is a
monotonically increasing function ¢t € (0,77, ¢'(x) > 0 and ¢;(¢) < 0.
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2.3 Difference scheme

For the numerical solution of the considered nonlinear problem, we construct an iterative
implicit difference scheme based on the idea of the method of attaching a moving boundary
¢ = &(t) to grid node [11,13,14]. The domain for solving the problem is the half-grid D =
{z,tlzg <z <1, t > 0}. On the segment [0, 1], we introduce a quasi-uniform grid of basic
and flow nodes:

{xi:x@-,l—l-h,i:l,n—l; xo = 0; xNzl},

{%’-1/2 =x;_1+05h, t=1,n-1; 2o = T_1/2; TN = SUN+1/2} .

The area [0, 1] of streaming nodes is split into cells i = [xi_l /25 Tig1 /2} . i = 0,n. The line

x = £(t) in the solution area is the dividing one. Here we consider a uniform mesh in  and

a non-uniform mesh in time Wy, = {;, tx|z; = 2o +ih, h > 0,i=0,n, t), =t}_1 + Th, o =

k
AT;, A1; > 0, k > 1, n > 3}. In this case the time step 7, we will take depending on k

=0

so that the end of the broken line approximating the movable boundaries = = £(t) for any

k
7 = »_ A7; would hit the node of the difference grid.
=0

The initial boundary value problem (11)—(15) corresponds to the following conservative,
purely implicit two-layer difference scheme [7,11]. Let us consider the case ¢; = ¢o = 1. Then
we write (11) at all points except the point x = £(¢) in the form of

ou 0 ou
E‘%(ka_x)’ t>0. (16)

Integrate it within (§ — h1/2), (& + h1/2),

&thi/2 g, &k ) ou &thi/2 9 ou
—dr = — | ki=— ) d — | ke— | dx. 17
/fk—h1/2 ot ! /Ek—}u/? Ox ( 18‘%) v /5; Ox ( 28$) ’ ( )

Applying the mean value theorem to the integral on the left, we obtain

ou ou

ou

N A 18
Gth/z O (18)

€o—h1/2

Here the condition from the point of discontinuity is divided into two, which reduces the
approximation error arising from the inaccurate determination of the interface. Moreover, if
we divide (18) by hy and go to the difference derivatives [15], for the point = = £(t) we get:

Yr = (E?/:E)I; (19>

where under £ is considered

k=

ki(x —hy/2,t) given that 0<x < (1),
ko (x 4+ h1/2,t) given that &(t) <x < 1.
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Passing to the difference derivatives in (16) and comparing them with (19), we obtain a
homogeneous difference scheme over the entire interval [0, 1]. Combining it with the initial
and boundary conditions, we arrive at the difference problem in the entire domain:

- 0
= (kyi)x7 yzg ) = 12 ("El) )
Oy =q (tg) given that = =0, (20)
y=1 given that x = 1.

The operator ¢; is determined by the balance method by integrating (16) on the segments
(0, h/2) and using the boundary condition. As is known, in this case, the approximation error
will be o(h?).

Difference problem (20) is supplemented by the condition within which x = £(¢). For this
in the area D, taking into account the condition on the fracture line of the fluid viscosity
(13), at t = ¢y, calculate the integral for a cell with a node of i = i;. Then the equation (16)

becomes:
Z+2 au (9u Tipl 3u 1 —au Ek—0
—dr = —5) = 2 5 +32 4+ k—
/I. 1 ot o ( Z) ot z, 1 0z |z T, 1 Oz §k+0]
i—7 2 2
ou ou ou ou
=k 11— —k == O | k1 — — k=
H_% (933 xi+% Z_%Gm mii% + < Z_%aiﬁ Ek—o H—% al‘ §k+0>
ou ou

xr. 1
=g

Here:given6i21,§€[i1x }andé 05@%[1»% %}.

We denote the grid function y;, = u(z;,tx) and g;, = (mi, tr_1).
Then we have:

Yoo =i\ — g Yarl T g Y "Y1 s _
( ATy ) = k2k+2 hq klk*% h1 +o (klk*% kszr%) Gx-

Hence, when the interface of two viscosities is displaced by one step, we find the
corresponding time

b =y Oy
ik iy I _
hy kik‘f’* h1 k%—% h1 + (klk—% klzﬁ-%) 9=

(s+1) o S - ’
ATy yz( - yzk)

(21)

where §; = 1, s is t.
The computational algorithm is based on a counter sweep. Difference equation (20) over
the entire grid region is then reduced to the form:

Az iYzi—1 — bz,iyz,i + CzilYzi+1 = dz,i; z = 17 2. (22)

Then, to determine the pressure value at the interface between two viscosities, we obtain
a system of algebraic equations.



60 Integro-interpolation method of constructing ...

a) from left to right, using the right sweep formulas, we determine the sweeping coefficients

C1,i al,zﬂi—l - dl,i . .
b ; 62 = b ) 1= ]'7Zk - 17 (73 Z 27 (2?))
1,4 — Q1,041 15 — Q14041

a; =
b) from right to left, calculate the sweep coefficients of the left sweep

as i1 — d;
7 T — 7,
b2,i - CQ,i¢z‘+1 b2,i - Cg,ﬂbwl

;= i=n—1,ix. (24)

For the movable unit < ¢ = i, >, based on the formula of right and left runs

Y1 = Gi1Yii + Bic1, 1= Gy, —N; (25)

Y2.it1 = Vit1Y2i + Nig1, = U, Ny, (26)

and taking into account (13), we find the required function vy, = v, = i,

Bix—1 + Nip41
2 — (i1 + 1)

Y = (27)
Wherein «q, £y and v, 1, are determined depending on the setting of the boundary
conditions.
Thus, when passing from the (k—1) time layer, calculations are performed in the following
order
AT = (20) = (22) = (21) = (18) =

(s)

= AT,E,S) — AT,ES_D <&, Amax|y;” — yl(s_l)‘ < ep.

If the convergence condition is satisfied, we assume that A7,_; = ATé‘?l and &g = &+ hy
and go to the next time layer, and if the inequalities are not satisfied, we repeat the iterative
process.

2.4 Numerical solution results

For illustration, the numerical solution of the problem was carried out for a constant shear
gradient g, = const. This problem has an approximate analytical solution [8], and for a
quasi-stationary approximation of a physical process, we execute the law of variation of the
moving boundary.

When the gallery is set on the constant pressure of Ap = pg — p., then the solution has
the form of:

_ (1-2)Ap _ (VA - v)
f(t)—Z\/%Htln((g*\/WTut)), €= (7t ) (28)

If the production gallery is set to a constant flow rate D = g, + pu - %, then the solution has

E(t) = O/,

the following form:
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where py + DVt = py + 24/ il [(1 +e)e (me‘CQ — Cy/merfc C’) - 1] : (29)
m

Here 5, = (u-_kﬂ*)’ 7, = %, g« = 5-1073atm/m, py = 150atm, p, = 120atm, u = 2.5¢Ps,
v =3.6cPs, k = 04D, 8* = 16 - 10 %atm™?, ¢; = 6.077 - 10%cm?/sec, L = 10°m, t, = 10%sec,
»,, », are the piezoconductivity coefficients at high and low pressure gradients.

Position of the movable boundary versus time during operation with a given constant
pressure on the gallery and at a constant gradient value g, = 5 - 1073atm/m at the
discontinuity of viscosities boundary is shown in Figure 2. Here, the absolute error, defined
as the difference between the numerical and approximate analytical solutions depending on

the operating time, varies from 1.73 - 1072 to 7.22 - 1072,

08

06

nkx, an

04

02F ¢

Figure 2

Figure 2. Graph of a moving border £ = £(t) depending on the time when the gallery is
operated with constant pressure. The solid line corresponds to the numerical solution, and
the dashed line to the approximate analytical solution (28).

The coordinate of the moving boundary depending on the time during operation with a
given flow rate and at g, = 51073 atm/m is shown in Figure 3. Here, the absolute error of
the solution, depending on the operation time, varies from 1.92 - 1072 to 8.15- 1072,
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ts
Figure 3

Figure 3. Graph of a moving border £ = £(t) depending on the time when the gallery
is operating with a constant flow rate. The solid line corresponds to the numerical solution,
and the dashed line to the approximate analytical solution (29).
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For the value of the gradient at the boundary of the discontinuity of viscosities g, =
5-1073atm/m at Ap = py — p. = 30atm the moving front £(¢) reaches the right end of
the formation L = 10°m in 19.4 hours. If the value of the gradient at the boundary of the
discontinuity of viscosities increases, then the time to reach the moving boundary xi(t) the
right end of the layer is correspondingly growing. Calculations were carried out for various
constant values of the shear gradient: 7-10~%atm/m; 8 - 10~*atm/m and 9-10~%atm/m. The
time to reach the moving front £(t) of the right end of the reservoir L = 10%m is growing: 22.2
hours; 25 hours and 27.7 hours; respectively. In the case of the first stage of fluid filtration,
the change in pressure as a function of time is shown in Figures 4 and 5 at g, = 5-10~%atm/m.

Figure 4

Figure 4. Pressure change graphs during gallery operation with constant pressure for
various values of dimensionless time: 1 — 0.2924E — 02; 2 — 0.6866E — 02; 3 — 0.1275E — 01;
4 —0.2078E — 01; 5 — 0.3118E — 01; 6 — 0.4404E — 01.

0.995

Figure 5

Figure 5. Graphs of pressure changes during gallery operation with constant flow rate for
various values of dimensionless time: 1 — 0.3165E — 02; 2 — 0.5959E — 02; 3 — 0.9645E — 02;
4 —0.1425E — 01; 5 — 0.1972E — 01; 6 — 0.2611E — 01.

3 Conclusion

Analysis of the results showed that the number of iterations depends on the step size of the
grid region. In this case, the step along the spatial coordinate is selected depending on the



A. Karimov, K. Imanberdiyev 63

value of the fracture gradient of the fluid viscosity. With a large shear gradient, one should
take a smaller step along the spatial coordinate. In a numerical experiment, formula (21) was
used to find the appropriate time for fishing in the node of the movable boundary. The results
presented showed that the proposed method can be used to determine the free boundary in
similar problems with conditions (7), (8), implicitly determining its position.

(1]

2]

3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

References

Stefan J., Uber einige Probleme der Theorie der Warmeleitung, Sitzungsber Wien. Akad. Mat. Natur., 98 (1889): 473-484.

Stefan J., Uber die Diffusion von Sauren und Basen gegen einander, Sitzungsber Wien. Akad. Mat. Natur., 98 (1889):
616—634.

Crank J., Free and Moving Boundary Problems, — Oxford: Clarendon Press, 1984, 425 p.

Mirzajanzade A.Kh., Mirzoyan A.A., Gevinyan G.M., Seid-Rza M.K., Hydraulics of clay and cement mortars, — M.:
Nedra, 1966, 231 p. (in Russian)

Pleshchinsky B.I., Nazarovsky G.A., Molokovich Yu.M., Study of filtration of non-Newtonian fluid in a heterogeneous
medium, Research on underground hydromechanics, Kazan, Kazan University Publishing House, 1 (1976): 194-201. (in
Russian) https://www.mathnet.ru/rus/kuipg/v1/p194

Barenblatt G.I., On some approximate methods in the theory of one-dimensional unsteady filtration of fluid in elastic
mode, Izvestia AN USSR, OTN, 9 (1954): 35-50. (in Russian)

Karimov A., Numerical methods of modelling nonlinear processes of heat and mass transfer in computers, Almaty, Kazakh
University, (2014): 199 p. (in Russian)

Molokovich Yu.M., Skvortsov E.V., Approximate solutions of one-dimensional problems of filtration of elastic non-
Newtonian fluid, - M.: VNIIONG, (1970): 139-151. (in Russian)

Korniltsev  Yu.A., Molokovich Yu.M., Electrical modeling of rectilinear-parallel problems of (filtration
of non-Newtonian fluids, Scientific notes of Kazan State Undversity, 130:1 (1970): 33-44. (in Russian)
https://www.mathnet.ru/rus/uzku/v130/il/p33

Vladimirov L.A., Solution of the problem of the motion of the interface between two fluids, Journal of Computational
Mathematics and Mathematical Physics, Vol. 6, addition to Ne 4 (1966): 267—-271. (in Russian)

Budak B.M., Vasiliev F.P., Egorova A.T., On one version of an implicit difference scheme with trapping the phase front at
a grid node for solving Stefan-type problems, In the collection Computational methods and programming, Moscow State
University Publishing House, 6 (1967): 231-241. (in Russian)

Furzeland R.M., A Comparative Study of Numerical Methods for Moving Boundary Problems, IMA Journal of Applied
Mathematics, 26:4 (1980): 411-429. https://doi.org/10.1093 /imamat/26.4.411.

Caldwell J., Kwan Y.Y., Numerical methods for one-dimensional Stefan problems, Communications in Numerical Methods
in Engineering, 20:7 (2004): 535-545. https://doi.org/10.1002/cnm.691.

Whye-Teong Ang, A numerical method based on integro-differential formulation for solving a one-dimensional Stefan
problem, Numerical Methods for Partial Differential Equations, 24:3 (2008): 939-949. https://doi.org/10.1002/num.20298.

Samarsky A.A., Nikolaev E.S., Methods for solving grid equations, — M.: Nauka, 1978, 589 c. (in Russian)



64

Integro-interpolation method of constructing ...

(1]
2]

(3]

[4]

(5]

[6]

(7]

(8]

[l

[10]

(11]

(12]

[13]

[14]

[15]

JIureparypa

Stefan J., Uber einige Probleme der Theorie der Warmeleitung, Sitzungsber Wien. Akad. Mat. Natur., 98 (1889): 473-484.

Stefan J., Uber die Diffusion von Sauren und Basen geqgen einander, Sitzungsber Wien. Akad. Mat. Natur., 98 (1889):
616-634.

Crank J., Free and Moving Boundary Problems, — Oxford: Clarendon Press, 1984, 425 p.

Mupzamxanzage A.X., Mupzosau A.A., Tesunan I"M., Cenn-P3a M.K., I'udpasauka eaurucmoix u 4emenmHbr pacmeo-
pos, — M.: Hexpa, 1966, 231 c.

ILnemuuckuit B.1., Hazaposckuit [ A., Mosiokosuu FO.M., Hccnenosanne dbuibTpanuy HEHBIOTOHOBCKOM KUJKOCTU B
HEOJTHOPOIHOM cpene, Hccaedosarnusn no noddemmnot eudpomeranure, Kazann, Uzgarenscrs Kazanckoro ynusepcurera, 1
(1976): 194-201. https://www.mathnet.ru/rus/kuipg/v1/p194

Bapen6mart ["1., O HEeKOTOPBIX IPUOIMAKEHHBIX METOAAX B TEOPUU OLHOMEDHOI HEyCTAHOBUBIIEHCS (DUILTPAILIAN KU~

KOCTH TIpU yupyrom pexkume, Maeecmus AH CCCP, OTH, 9 (1954): 35-50.

Kapumos A., Qucaenrvie memodv. mMoOEAUPOSAHUA HEAUHETUHDIT NPOYeccos menao- u maccoobmena, Anmarsr, Kasak
yHuBepcureti, (2014): 199 c.

Moutokosud FO.M., Ckeopros 9.B., IIpuGinzkeHHble PEIIEHAs OHOMEPHBIX 33184 (DHIBTPALUY YIPYToil HEHBIOTOHOBCKOIL
xupkocru, — M.: BHUMOHT, (1970): 139-151.

Kopuumbnes FO.A., Momokosuua FO.M., DaexkTpomomeanpoBaHne IPsSMOJAHEHRHO-IAPAIEIBHBIX 3343 (PUILTPAIUT
HEHbIOTOHOBCKHX KUAKOCTEH, Yuenwe sanucku Kasanckozo zocydapcmeennozo ynusepcumema, 130:1 (1970): 33-44.
https://www.mathnet.ru/rus/uzku/v130/il/p33

Baamumupos JI.A., Pemrenue 3a1a4u 0 JBUKEHUN TPAHUILI PA3/IETA ABYX KUIAKOCTEH, XK YpHaa 6uiuuciumenvhot mame-
Mmamuky u mamemamuveckol pusuku, T. 6, rononnenune k Ne 4 (1966): 267-271.

Bynax B.M., Bacunbes @.I1., Eroposa A.T., O6 ogHoM BapruaHTe HESIBHON Pa3HOCTHON CXEMBI C JIOBJIEH (pa3oBoro ppoH-
Ta B y3€J CEeTKHU s pemenusi 3a1ad tuna Credana, B cboprure Burwucaumenvrole memodst U NpozpammuposaHue,

Hzdameavemso MT'Y, 6 (1967): 231-241.

Furzeland R.M., A Comparative Study of Numerical Methods for Moving Boundary Problems, IMA Journal of Applied
Mathematics, 26:4 (1980): 411-429. https://doi.org/10.1093/imamat/26.4.411.

Caldwell J., Kwan Y.Y., Numerical methods for one-dimensional Stefan problems, Communications in Numerical Methods
in Engineering, 20:7 (2004): 535-545. https://doi.org/10.1002/cnm.691.

Whye-Teong Ang, A numerical method based on integro-differential formulation for solving a one-dimensional Stefan
problem, Numerical Methods for Partial Differential Equations, 24:3 (2008): 939-949. https://doi.org/10.1002 /num.20298.

Camapckuit A.A., Hukosaes E.C., Memoow pewenusa cemounvx ypasnenud, — M.: Hayka, 1978, 589 c.



ISSN 1563-0277, eISSN 2617-4871 JMMCS. Ne1(121). 2024 https://bm.kaznu kz

IRSTI 27.39.21 DOL: https://doi.org/10.26577/JMMCS202412117

A.M. Manat ~ , N.T. Orumbayeva*

Karaganda University of the name of academician E.A. Buketov, Kazakhstan, Karaganda
*e-mail: orumbayevanurgul@gmail.com

ON ONE SOLUTION OF A NONLOCAL BOUNDARY VALUE PROBLEM
FOR A NONLINEAR PARTIAL DIFFERENTIAL EQUATION OF THE
THIRD ORDER

In this paper, a nonlocal boundary value problem for the Benjamin-Bona-Mahony-Burgers
equation is studied in a rectangular domain. By introducing new functions, the nonlocal boundary
value problem for a nonlinear third-order partial differential equation is reduced to a boundary
value problem for a second-order hyperbolic equation with a mixed derivative and functional
relations. Before using the approximate method, the nonlinear problem under consideration is
examined for the presence of solutions, it is necessary to clarify where these solutions are located,
that is, to find the region of isolation of solutions. The isolation area of the solution in our case is
a ball in which there is a unique solution to the problem. Next, an algorithm for finding a solution
to a nonlocal boundary value problem is proposed. In terms of the initial data, conditions for
the convergence of the algorithms are established, which simultaneously ensure the existence and
isolation of a solution to a nonlinear nonlocal boundary value problem. Estimates between the exact
and approximate solutions of the problem under consideration are obtained. The results obtained
are of a theoretical nature and can be used in the construction of computational algorithms for
solving nonlocal boundary value problems for the Benjamin-Bona-Mahony-Burgers equation.
Key words: Benjamin-Bona-Mahony-Burgers equation, differential equations with partial
derivatives, algorithm, approximate solution.
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Yurinmri perrti mep6ec TybIHABLIBI CHIBBIKTBIK, eMec AudpepeHInaigblK TeHaey VIHiH Geitokast
mieTTiK ecebimiy Gip 1memriMi >kalibiHga

By xymbicta TiKOYphImTE 00JbIcTa Benmpkamun-Bona-Maxonu-Broprepe Tengeyi yimia 6eito-
KaJI meTTik ecedi 3eprreseni. 2Kana dbyHKIusiap eHrize OTBIPHIN VIMHIN peTTi Jepbec TybIH-
JIBLIBL CBI3BIKTHIK, eMec AuddepeHnaIblK, TeHIey YIIiH Oeilylokas meTTik ecebi apasiac TybIH-
JBLIBI eKiHIT peTTi rumepOoJaiblK, TeHAeY YIMH O0acTanKb-IeTTiK ecenke KeaTipimemi. 2Kybik
oJicTi KoJmanbac OYPBHIH KAPACTHIPBLIBIIT OTBIPFaH CHI3BLIKTBIK €MeC eCelTiH IelmiMiniy 6ap 60-
JIYBIH 3epTTeiiMi3, MeniMIep/IiH, Kaijla OPHAJACKAHBIH, SIFHM INEIIMHIH OKIIayJIaHFaH OOJIBICHIH
aHBIKTAy KaxKeT. Bi3/iH Kar1aifibIMbI3/1a OKIIAYTAHFAH OOJIBIC - €CEeNTIH MermiMi 6ap KoHe KAJFbI3
0oJIaTBIH map OOJIBII TabbLIAALI. OPi Kapail OeilyToKas MeTTiK ecenTiH miemriMia Taby aaropur-
Mi YCBIHBLTAIbI. BacTtankel Oepinremnaep TEPMUHIHIAE CBI3BIKTHIK €MeC OeHToOKa I IMeTTIK eCemTiH
mrerTiMinig, 6ap 00Tybl MEH OKIAyJIaHFAHBIH KAMTAMACHI3 €TEeTiH aJrOPUTMIEP/IIH KUHAKTHLIBIK,
mapTTapbl aJibiHFaH. KapacThIPBLIBII OTBIPFAH €CENTIH HAKTHI YKOHE JKYBIK, IIEIiMi apachlH/IaFbl
Garajiaysiap TaObLIFaH. AJIBIHFAH HOTUYKEJIED TEOPUsJIbIK, CUIIATKA Me YKoHe VIIHII peTTi jepbec
TYBIHJIBLIBI ChI3BIKTHIK, eMec M depeHInaiiblK TeHIeyIep YITiH OeiyIoKaJ MEeTTIK ecernTep/ii me-
IIyJIe eCenTey aJrOPUTMIEPIH Kypy VIIMH KOJIAHBICHIH Taba aIabl.

Tyitin ce3nep: benmxkamun-Bona-Maxonu-Broprepe Tenmeyi, mepbec TybIHABLIB auddepeH -
aJIJIBIK, TEHJIEYJIED, aJTOPUTM, >KYBIK, IIEITiMi.

© 2024 Al-Farabi Kazakh National University
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O6 ogHOM pelieHnN HEJIOKAJbHOM KpaeBoll 3adadu IJisi HeJimHeiitHoro nuddepeHnnaaibHOro
YPaBHEHUSI B YACTHBIX ITPOU3BOJAHBIX TPETHEro MOPsIKa

B pmannoit pabore B HPAMOYTOJIbHOM OOJIACTH WCCJIE/yeTCsl HEJIOKaJIbHAsl Kpaesas 3ajada
nyis ypaBHenusi Benmxkamuna-Bona-Maxonu-Bioprepca. Beomst HOBble byHKIMIT HeJOKaJIbHAS
KpaeBas 3ajada i HejauHeiiHoro mauddepeHnnaibHoro ypaBHeHns B 9aCTHBIX [TPOU3BOIHBIX
TPETHEr0 IOPS/IKA CBOIUTCH K HAYAJIbHO-KPAEBON 3ajade Ui TUIepPeOOIMIecKOro ypaBHEHUS
BTOPOT'O IOPSJIKA CO CMENIAHHON IIPOM3BOJHON M (DYHKIMOHAJIBHBIM cOOTHOIeHusM. [Ipexne
YeM WCIOJIb30BATh MPUOJIMKEHHBI METOJ] pacCMaTpuBaeMas HeJUHEWHas 3aJiada UCCJIELyeTCs
Ha HajJM4We peIleHnii, HeOOXOJUMO yTOYHWUTb, IJIe ITU PENIeHUs HAaXONSATCs, TO €CTb HaWTh
obstacTs w30 perteanit. O6JaCTh U3OJANAN DENIEHNs B HAIMEM CJIydYae SABJISETCHA Iap, B
KOTOPOM DeIlleHns 3a/Ia91 CYIIECTBYeT U equHCTBeHHO. Jlasee, MpeyIozKeH aJropuTM HAXOXKICHUS
pelleHnsT HeJIOKAJIbHONW KpaeBoil 3aja4un. B TepMUHAX MCXOJHBIX JAHHBIX YCTAHOBJIEHBI YCJIOBHS
CXOJTUMOCTHU AJITOPUTMOB, OJHOBPEMEHHO ODECIICYMBAIONINE CYINECTBOBAHUE W M30JUPOBAHHOCTD
pellleHnsT HeJUHEHHON HeJIOKAJIbHOM KpaeBoil 3asadu. [losrydeHbl OIEHKH MeXKJy TOYHBIM U
MpUOJMKEHHBIM PEIIeHNsIMU paccMaTpuBaeMoil 3agadu. [losryueHHble pe3yIbTaThl HOCAT TEOpe-
THUYECKHIT XapPAKTEP U MOTYT OBITH MCIIOJIb30BAHBI IIPYU OCTPOSHUH BBIUYUCIUTEIHHBIX AJITOPUTMOB
pellleHnsT HEeJOKAJIbHBIX KPAEBBbIX 33Ja4 JJis HeJuHeHHbIX auddepeHnnaabHbIX ypPaBHEHUI B
YaCTHBIX TTPOU3BOIHBIX TPETHETO TTOPSIIKA.

KutoueBbie ciioBa: ypasBuenHue benmxkamuna-bona-Maxonu-Broprepca, muddepenimalibibie
BHEHHS B YaCTHBIX IIPOU3BOHBIX, AJITOPUTM, ITPUOJIKEHH IIIeHHE.
aBHe ac OU3BO, , aJIro , (o) €HHOE peIleHIe

1 Introduction

The article considers a nonlocal boundary value problem for a third-order nonlinear partial
differential equation or the Benjamin-Bona-Mahony-Burgers equation. Various types of the
BBMB equation were studied in [1]-[14]. Despite the presence of a large number of works
devoted to the study of solving problems for the BBMB equation, interest in them has not
waned to this day. This is due to the fact that the Benjamin-Bona-Mahony-Burgers equations
represent an interesting and important object of study, combining wave theory, mathematical
physics and practical applications. Previously, the authors used the parameterization method
[15]-[17] to study more general boundary value problems for a system of linear [18]-[19]
and nonlinear third-order pseudoparabolic equations. Constructive algorithms for finding
approximate solutions to the problems under study were proposed and necessary and sufficient
conditions for the existence of a solution were established. Subsequently, a nonlocal boundary
value problem for the Benjamin-Bona-Mahony equation was studied [20]. Due to the fact that
the problems under consideration are nonlinear, direct use of previously obtained results
is not always possible. In this article, the Benjamin-Bona-Mahony-Burgers equation with
general nonlocal boundary conditions that differ from the conditions specified in [20] is
investigated. An algorithm for finding an approximate solution is proposed and conditions
for the solvability of the problem under study are obtained.
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2 Statement of the initial boundary problem

A nonlocal boundary value problem for the nonlinear Benjamin-Bona-Mahony-Burgers
equation is considered.

APw _ Ow d*w ow ow

ooy~ oy o P T Ve @) €Q=0.X]x[0.Y], 1)
w(z,0) = p(x), = €l0,X], )
w(0,y) = v(W)w(X,y) +¥(y), yel0,Y], )
W =0(y), yel0,Y], n

here «, f-const, function ¢(z) continuously differentiable on [0, X, functions ¢ (y), 0(y), v(y)
are continuously differentiable on [0, Y], v(y) # 1.
Let C(£2, R) be the set of functions w : Q — R. continuous on (2

Function w(x,y) € C(Q, R) having partial derivatives % e C(Q,R), way €
C(Q,R), % e C(S4, R), 815# e C(, R), 88w22y) € C(Q,R) is called a solutlon to
problem (1)—(4) if it satisfies equation (1), for all (z,y) € €2, and boundary conditions (2)-(4).

To find solutions to problem (1)-(4) we introduce new functions

w(0,y) = u(y), 2(z,y)=w(z,y)— wy).

Then problem (1)-(4) can be written in the form (5)-(9)

Pes) 00 4y - 0PN g0 ey Y,
2(0,y) =0, ye[0,Y], (6)
(2,0) +A(0) = pla), 4(0) = 0(0), )
uly) = WL e v, ®)
P00 _ g, yepv) )

3 Methods and materials

Differentiating equation (8) with respect to the variable y we obtain equation (10).

Y(y) 02(X,y) V' (y)

L—v(y) Oy {1 } v(y)} 2 (10)
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By reintroducing the new function v(x,y) = Z(I Y problem (5)-(9) and relation (10) can
be written in the following form

x

821;(%7?/) :/8@(5,y)d§+u,(y)_aav($ay) +ﬁv(x,y)+[/v(f,y)dﬁ—l—ﬂ(y)} U(I7y)7 (11>

Dy By D J
v(z,0) = ¢ (z), =e€l0,X], (12)
wly) = 5 j(;/zy) O/XU(I’,y)dl‘—F - %(‘;ng), (13)
0= T /X e+ 20 / S TG o
v(0,y) =0(y), yel[0,Y], (15)

where z(z,y) = [v(&,y)d¢. In (11), integrating over the variable x and taking into account
0
conditions (15), we obtain

dé+

z 3
9y =0'(y) — av(z,y) + ab(y) + p'(y)x + / (/ av(;;» Y)

5 (16)
[/v &) + ly } (&) + Bulé, y))ds.

After repeated integration over the variable y and application of condition (12), we obtain
the following:

o(,y) = () + / (#0) = vt + ot / /
]

Assuming that v(z,y) = ¢'(x), from equations (13) and (14) we determine

d§ d§+
(17)

o\m

o(En, m)dés + ln )}v(@n d§+5/ ) d§>dn-
0

0 _ W) B U(y)
pOY) =17 @) [p(X) = (0)] + 1= )
0y YY) B V' (y)
0 = N [0~ 0] +
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Using equation (16) under the condition u(y) = u®)(y), we can find

v (z,y)

o 0'(y) — ay'(x) + ab(y)+

T

+1/ O (y)o + / [ j ¢'(&1)des + u(o)(y)] @'(€)de + B / P (€)de =

0 0
T

=mw—awwwmww+w@@m+/[ﬂ@—mm+u@@ﬁﬂﬂﬁ+ﬂ/¢@ma

0
Next, from equation (17) it follows

Y

VO (z,y) = ¢'(z) + / (9’(77) — ay/(z) + ab(n) + 'O (y)a+

T

+/ [90(6) —¢(0) + u(O)(n)] ¢'(€)dg + ﬁ/z@/(gm) dn.

Taking the found functions (%) (y) and v®(z,y), the numbers r; > 0 and r, > 0, we
construct the following sets:

ﬂﬁwwmnz{mweCﬂﬂﬂR%HMM—M@@W<m}

SWO(z,y), 1) = {U(x, y) € C(R) « o(a,y) = vO(z,9)|| < s, (2,y) € Q}

Grvr) = { ) e utea) - [0~ <

<m+m,uwaw—w%awu<w}

Let U(ly, 1y, z,y) denote the collection of quadruples <,u(0) (), v (z,y),r, 7“2) , for which

the function f(x,y,w,v) in G%(r,ry) has continuous partial derivatives f!(z,y,w,v),
fl(z,y,w,v) and || f,(x,y,w,v)|| < U, |fi(z,y,w,v)|]] <la, 11,2 —const. Taking the pair
{AO(y), v (z,9)} as the initial approximation of problem (11)-(15), we construct successive
approximations using the algorithm
1. Assuming v(z,y) = v*~Y(z,y), from (13) and (14) we determine z/
2. Using equation (16), u(y) = u®(y), we find %&M).

3. Then, using equation (17) we find v® (z, y).
As a result, we get the system {Ml(k)(y)a/«bgk)(x), M,vﬁk)(x,t)}, k=1,2,...

®(y) u u®(y).

9y
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The following statement ensures the feasibility and convergence of the proposed algorithm,
as well as the solvability of problem (11)-(15).
Theorem 1. Let the following conditions be satisfied
a) the function ¢(x) is continuously differentiable on [0, X],
b) the functions v(y), ¥ (y), 8(y) are continuously differentiable on [0,Y], v(y) # 1,
c) q_aY+XYV+XV+X—2+X2”2 + XYL+ (I + BXY <1,
d) XY2 <7, 1}:(1 < T9,

where 7y = max |[y(@)l, ¥ = max [[¥()ll, 6 = max [|6(y)], e, 8 — const,

/

o= +a max [|¢f(@)] +af + X(D _77]2 [so(X) - so(o)] ¥ >+

[1—~J
g Y
+X e )] ma /@)l + X ( 200X = 0]+ 12 ) mae /@)l+
+6 [ e,

0

then the sequence of functions { ,ufnk)(x), o (x,t)},k =1,2,..., determined by the algorithm is
contained in S(u®(y),r1) x S (x,y),rs), converges to {u*(z),v*(x,t)} - solving problem
(11)-(15). Moreover, any solution to problem (11)-(15) in S(u©@(y),r1) x S (z,y),rs)
isolated and fair estimateS'

a) i (y) = AP ()| < 25 ;Cq"a,
i=k+1

Proof. For k = 0 the following inequalities hold

(0) <
[z (y)ll_l_,y -~

O (z,y)
dy

H <+ max [|¢/(@)] +a9+X( ; {go(X) —go(oﬂ + ¥ >+
+ ma (o)l mg 1/l + X (121000 = O] + 12 ) mae /(o)

z€[0,X] z€[0,X]
X
8 / o (2)de =
0
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v (z,n) Hdn

[0z, ) — ¢ (@)]] < / \

For k = 1, when v(z,y) = v(9(z, y), the following inequalities follow

11 (y) — 1O (y) ©

(%77) - (,DI(ZE)Hd:L‘ < ﬁXYO’ <y,

X
, 0
L PO MY | I 0 o gl / v (x, y)
) - )| < ) - @ldr+ 1 [ 22
0
w(z,y) _ 0vO(z,y)| _
Yy dy -
(0)
fa/i—a” ; ”>Hdn+ /1 : %'")\10“7+
on
z £y ;
12/// 51’ )Hdnd&der 72t @ g+
0 0
ovO( ovO(
+z1//’ Y gannd@rB//H 5"“dnd5<
XYy X2y X2 Xl o, oy 90O (z, )
< = = I <
_(aY—i—l_7+1_7+ 5 + 5 +XY1_ +(l1+5)XY)(£§aé<Q 9 <
O (z,y)
< — | < .
< q max, 9 H <qo
(00D n) 90O (,n) /
e e | U Rt
0

For k = 2 the following estimates hold:

112() — O] < / 100 (2, ) — 0O (2, )z <
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XY
< 1 //qadxdn < ——q i

v (z,y) WO (z,y)
oy oy

0 (z,y)
Jy

< g max
(z,y)EQ

v (z,y) W (z,y)
oy oy

H < ¢ Juax H < ¢’o,

z,y)EN

v (z,n) 9w (z,n)
on

Hdn < Yo

Yy
o Ge.) = o)l < [ \
0

v XY 7XY<7XY

e Rl R

— 9 (1+q)0<r1,

11 (y) — ()| < :

2) (0) (1) (0)
Ov(y) D@y (1+ ) max v(z,y) vy
dy 0 (z,y)€Q dy oy
(0)
< (g4 ¢*) max (%—(xy)H < (q+¢*)o.
(z,y)EN

1o (@, y) = (2, 9)] <Y (@ +q)o <r2.

At the k + 1—th step of the algorithm, for v(x,y) = v*)(z,y), the following estimates
hold

y X
10 w) = n P )] < 77/ J 109 m) = o o) dady (18)
0
X
[ = < 125 [ Do (19)
0
0t (zy) W@y 00y 0t D (,y) (20)
— X
dy oy =1 (z,y)€Q dy dy 7
Y
(k+1) (k)
10 (2, ) — v ()| < /‘02} an(x,n)_av a(nwﬂudn. (21)
0

| () — uO(y)|| <

y X k

v XY

< 2 [ [ 10 - @ty < 2 S o <
0 0 =0

k+1

[o® ) (@, y) — 0O, y)| S YD glo <.
=1
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Consequently, from inequalities (18)-(21) and ¢ < 1 it follows that the sequence
{u® (y),v® (2,9)} at k — oo, converges to {u*(y),v*(x,y)}— solution of problem (10)-(14)
in S(u (y), 1) x SWO (z,y),72).

Let’s establish inequalities

k+p—1
v XY i
6 )~ p O ) < 23 o (22)
-7 i=k
k+p ‘
[v* ) (@, y) — oW (@, )| <V D gl (23)
i=k+1

for p — oo we obtain estimates a), b) of Theorem 1.

Let’s prove uniqueness. The uniqueness of the solution of problem (1)-(4) is proved
similarly to the proof of Theorem 1 from [18]. Theorem 1 is proved.

The function w® (x,y),k = 1,2, 3... is determined from the equality

xT

Wz, y) = 1 (2, y) + / o (€, y)de, (2,y) € Q.
0

Let S (w® (x,7),r, + rox) denote the set of continuously differentiable with respect to z,y
functions w : Q — R, satisfying the inequality ||w(z,y) — w@ (z,y)|| < 1 + rox.
In view of the equivalence of problems (1)-(4) and (11)-(15), Theorem 1 implies.
Theorem 2. If the conditions of Theorem 1 are satisfied, then the sequence of functions
w® (z,y),k = 1,2, ..., is contained in S(w® (x,y),r, + r3) converges to the unique solution
w*(x,y) of problem (1)-(4) in S(w®(z,y),r, + ) and the inequality

* (k) < 7 XY & i = i
[w* (2, y) —w (%y)H_mT E q0+YE q'o.
i=k+1 i=k

4 Conclusion

Thus, the third-order nonlinear Benjamin-Bona-Mahony-Burgers equation with nonlocal
conditions has been studied. The Benjamin-Bona-Mahony-Burgers equation describes the
propagation of small amplitude waves in a nonlinear dispersive medium when simulating
unidirectional plane waves. In this paper, an algorithm for searching for an approximate
solution to the problem under consideration is proposed and the conditions for the
convergence of the proposed algorithm are determined. An estimate between the exact and
approximate solution of the nonlinear problem is obtained.
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PARTICULAR SOLUTIONS OF MULTIDIMENSIONAL GENERALIZED
EULER-POISSON-DARBOUX EQUATIONS OF ELLIPTIC-HYPERBOLIC TYPE

The primary outcome of this study is the construction of partial solutions for a class of
multidimensional partial differential equations with multiple singular coefficients of the second
order. We consider the generalized multidimensional second-order Euler-Poisson-Darboux
equation. Employing a well-known method, we reduce the generalized Euler-Poisson-Darboux
equation to a second-order partial differential equation of the hypergeometric type. The solutions
to this second order hypergeometric equation comprise 2" functions that contain the first
Lauricella hypergeometric function. The Lauricella function, also known as an n-dimensional
series, incorporates three distinct parameters - the Pohhammer polynomials. To study the
properties of these particular solutions, we require a decomposition formula expressing the first
Lauricell function as the product of simpler hypergeometric functions with fewer variables.
Through this study of particular solutions and the determination of singularity order at the
origin, we establish the uniqueness of these solutions. Thus, having proved the peculiarity of
particular solutions at the origin, it can be argued that the constructed particular solutions are
fundamental solutions of the generalized multidimensional second-order Euler-Poisson-Darboux
equation.

Key words: multidimensional generalized Euler-Poisson-Darboux equation, particular solutions,
Lauricella’s hypergeometric function, expansion formula, order of the singularity.
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DU TUKANBIK-Tunepooaanbik, Tunreri ditnep-Ilyaccon-dapby kemesmniemMal >KajanblIaHFAH
TeHaeyJepaiH Aepbec irenrimaepi

OcChbI XKYMBICTBIH, HEM3r HOTHKeC] eKiHI perTi GipHere CHHTYISIPJIBIK, Ko3dduimenTrepi 6ap Ko
affHBIMAJIBI JepOec TYBIHALLIB AuddepeHITHaIIbIK, TeHIeyIep KIachl YIMH Jepbec mernriMaepii
Kypy Oosibill Tabbuiaiel. Ditiep-Ilyaccon-/lapOyablH eKiHI perTi KaJlblIaHFaH KOl eJIIeM-
Ji TeHJieyl KapacThIpbLIaJibl. besriyii omic kemerimen itiep-Ilyaccon-/lapby KajmbLianran
TeHJeyl TUIEePreOMeTPUsIBIK THUIITErl eKiHm perTi jepbec TYBIHIBLIBI TuddepeHnaIbIK,
TeHzAeyre okeseni. EKIHIN peTTi runepreoMeTpusiibIK TEHJAEY/iH IermiMaepi Kypambiama Jla-
yPpUIe/IAHBIH, AJIFAIITKEI THIIEPTeOMETPUSIBIK, (PyHKIISICH 6ap 2" HyHKIMAIap OOJIBIT TaOBIIATHI.
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Jlaypudestanbiy, DYHKITUICHI eI aTaJIaThiH (DYHKIA OYJI VI TYPJIi apaMeTp/eH TYPaTbIH, sf-
uu [Toxrammep KemnmMyIesiepineH Kypbuiran n-ejmeMmal karap. Jlepbec mernrimaepiis, KacueTrepin
3eprrey yimiH Jlaypuaesianbie 6ipiHim QYHKIUMSCHH a3 afHBIMAJIBLIAPEL Oap OipHerre Kaparmaii-
BIM THIIEPTeOMEeTPHUSIIBIK, (DYHKITUSIAPIbIH, KOOSHTIHIICI TYPiHAe KeAaTipeTin bIabpay hOopMyJIacs
KaxkeT. Jlepbec rmermimMaep/iid, KacueTTepi 3epTTeseIi, OChLIaMITa KOOPIUHATTAPABIH OACHIHIArbI
€PEeKINEeIKTIH peTi aHbIKTa a8 ibl. KoopanHaTTapabiH OachlHIa JIepOec MIeTiMIep/IiH epeKIne irin
JIoJIelIieil OTBIPBII, KyphLIFaH jepbec memimvaep Ditnep-Ilyaccon-/lapOy by, KaJblIaHFaH €KiH-
Il peTTi KOl eJIeMIl TeHAeyiHiH ipresi memnriMaepi 606 TabbLIaabl Jel aiiTyFa 00JIaIbl.
Tyiiiu cesaep: Ditnep-Ilyaccon-TapOyabiH KeneameM Il KaJNbLIIAHFAH TEHIEY1, ePeKIIe MeTmiM-
nep, Jlaypuaesia runepreoMeTpusiiiblK, DYHKIUACHL, XKiKTey (DOPMYIachl, €PEKINeiK PeTi.
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YacTHbIe pelleHnsi MHOTOMEPHBIX OO0OOIIEHHbIX YpPaBHEHUMA
itnepa-Ilyaccona-/lapOy 3//IMITUKO-TAUNIEPOOINYIECKOTO TUMA

OCHOBHBIM PE3yJILTATOM HACTOSINEH PabOThI SIBJISIETCsT TIOCTPOEHUE YACTHBIX PEIIeHUi JIIsT KIIac-
Cca MHOIOMEDHBIX YpaBHEHUN B YaCTHBIX I[IPOU3BOJHBIX C HECKOJBKUMHU CHHIYJIAPHBIMH KO3(-
durmenTaMu BTOPOro nopsijika. PaccmarpuBaercst 0600IIEeHHOE MHOIMOMEPHOE ypaBHEHHe BTOPO-
ro mopsaka Jitepa-Ilyaccona-/lapby. C moMoIp0 U3BECTHOIO MeTOma ODOOIEHHOE ypaBHEHUE
Qiutepa-Ilyaccona-/lapby npusogurcs K quddepeHnnaibHOMy YPABHEHUIO B YACTHBIX TPOU3BO/I-
HBIX BTOPOT'O MOPsIJIKA TUIIEPreOMETPUIECKOrO THUIIA. PeIeHnsMu MrUIepreoMeTpuIecKoro ypaBHe-
HUsl BTOPOI'O IOPsIKA SIBJISIIOTCsT 2" (QyHKIU, KOTOpbIE CojlepKaT B cebe MePBYI0 TMIIEPreOMeT-
pudeckyio dyukimio Jlaypuuesia. Tak naspiBaemast GyHkims Jlaypudesia npegcraBiser coboit
N-MEPHBI Psiji, COJEPKAIIMII TPU Pa3HbIX mapamerpa - MHOrodsiennl [loxrammepa. st nccie-
JIOBaHUS CBOMCTB YACTHBIX PeNreHnit HeoOxommma (hopMyIIa Pa3JIoKeHNsI, KOTOpas BhIpaykaJia Obl
epByio MyHKIWO Jlayprdaesia B TEPMUHAX TPOU3BEIEHIS HECKOJIBKUX 00JIee IIPOCTHIX TUIEPTe0-
MeTprudeckux (YHKIHU, COJEpKAIINX MEHbIee KOJUIECTBO IepeMeHHbIX. VI3ydaiorcs cBOWCTBa
YACTHBIX PEeNIeHUil, TaKuM 00pa30M OIPEeJEe/IsieTCs TOPSJ0K OCODEHHOCTH B HAYaJie KOOPIMHAT.
JokazaB 0COOEHHOCTH YAaCTHBIX PEIEeHUil B HaYaje KOOPIMHAT, MOXKHO YTBEDPXKIATH O TOM, UTO
ITIOCTPOEHHBIE YACTHBIE PEIIeHUs SBISIOTCS (DyHIAMEHTAJIbHBIMIA PENeHusiMu 000DIIEHHOTO MHO-
TOMEPHOI0 YpaBHEHHUsI BTOPOro nopsijika Jitstepa-Ilyaccona-lap0y.

KiroueBsbie csioBa: MmHOrOMepHOe 06001TIeHHOE ypaBHenue Ditnepa-Ilyaccona-lapby, qacrabre pe-
IIIeHNs, TUIIepreoMeTpudeckas pyHKIwms Jlaypudesia, (popMysia pasjioxKeHus, IOPsI0K 0COOEHHO-
CTH.

1 Introduction

It is known that particular solutions have an essential role in studying partial differential
equations. In case of the singular elliptic equations, the role of particular solutions is played
by fundamental solutions. Formulation and solving of many local and non-local boundary
value problems are based on these solutions. The explicit form of particular solutions gives a
possibility to study the considered equation in detail. For example, in the works of Barros-
Neto and Gelfand [1-3] fundamental solutions for Tricomi operator in the plane were explicitly
calculated.
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Particular solutions of generalized Euler-Poisson-Darboux equation

2c 2 27y
um—f—uyy—l—?ux—f-?uy:utt—}-TUt, x>0,y>0,t>0

were found in [4]|, where «, 8 and ~ are constants (0 < 2«, 23, 2y < 1).
It is well known [5] that all linearly-independent fundamental solutions of the singular
elliptic equation

0% =205 Ou
— + L =0,m>2,n<m 1
P ox? jzl (1)
in the first hyperoctant x;y > 0,...,2, > 0 are expressed explicitly by a hypergeometric
function Ffln) in n variables introduced by Lauricella [6]. Fundamental solutions of the
equation (1) in its various special cases were constructed by many authors [7-10] and
applied to the solution of boundary value problems for the equation (1) up to dimension
m < 4 [11-13]. Further applications of fundamental solutions of the equation (1) can be

found in the works [14-16].
In this paper, we construct a particular solutions of multidimensional generalized Euler-

Poisson-Darboux equation

0%u F 2a; Ou "L 0% "\ 2q; Ou -
DE AP D TP B vl Dt il @)
j=1 "3 =1 I T =kl T =k
in the n-dimensional cone

Q={(z1,.,m) 10+ .. +ap >ap, +..+a,, k=1n—1},

where a; are constants (0 < 2a; < 1, j = 1,n). It turns out that particular solutions of
the equation (2) are also expressed in terms of the Lauricella function Fﬁ,n) with variables,
however, which differ from the variables of the functions involved in the fundamental solutions
of the singular elliptic equation (1).

In investigation of the particular solutions for the singular partial differential equations,
we need expansions for hypergeometric functions of several variables in terms of simpler
hypergeometric functions of (for example) the Gauss and Appell types.

The familiar operator method of Burcnall and Chaundy [17,18] has been used by them
rather extensively for finding decomposition formulas for hypergeometric functions of two
variables in terms of the classical Gauss hypergeometric function of one variable.

Following the works [17, 18], Hasanov and Srivastava [19, 20| introduced operators
generalizing the Burcnall-Chaundy operators and found expansion formulas for many
triple hypergeometric functions, and they proved recurrent formulas when the dimension
of hypergeometric function exceeds three. However, due to the recurrence, additional
difficulties may arise in the applications of those decomposition formulas. For two Lauricella
hypergeometric functions in n variables are proved new expansion formulas which are free
from the recurrence [21]. The most recent properties of Lauricella’s hypergeometric function
F7% can be found in [22].
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The plan of this paper is as follows. In Section 2 we briefly give some preliminary
information, which will be used later: definitions of Pochhammer symbol, Gaussian and
Lauricella hypergeometric functions; a system of PDE satisfied by Lauricella hypergeometric
function Ff(‘") and its linearly-independent solutions. In Section 3 the expansion formula for
the Lauricella function and consequences from this formula are given.

In Section 4 we describe the method of finding particular solutions for the considered
equation and in Section 5 we show what order of singularity the found solutions will have.

2 Preliminaries

Below we give definition of Pochhammer symbol and some formulas for Gauss hypergeometric
function, definition of Lauricella hypergeometric function Fjl”) and system of partial

differential equations which can be satisfied by the Lauricella function FXL).

First we define a Pochhammer symbol and Gaussian hypergeometric function.

A symbol (), denotes the general Pochhammer symbol or the shified factorial, since
(1), =0 e Nu{0}; N:={1,2,3,...}), which is defined (for x,v € C), in terms of the

familiar Gamma function, by

Ik+v) [1 (v =0;k € C\{0})
(K)y 1= ['(k) _{/{(I{—Fl)...(lﬁ—i—l—l) (v=1le N;ke (),

it being understood conventionally that (0), := 1 and assumed tacitly that the I'— quotient
exists.
A function

: > Q) k$k
F(a,b;c;x) = F [ Z;’b’ x} :;%H’ lz] <1 (3)

is known as the Gauss hypergeometric function and an equality

['(e)T'(c—a—1b)
['(c—a)l(c—1b)’

holds [23, p.73,(14)]. Moreover, the following Boltz formula [23, p.76,(22)]

F(a,b;c;1) = c#0,— - Re(c—a—>b)>0 (4)

r—1

Fla,b;c;x) = (1 — 2)°F (c —a,bc; L) (5)

is valid.
Lauricella hypergeometric function FIE‘”) in n € N (real or complex) variables is defined
as following (6]

. a,b; 00 n
R e = 7| 0P x| - S i erj|<1 Q

where
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X = (331, ...,I’n); ‘k’ = kl + ...+ kna kl 2 O, ,k’n 2 0.

In definition (6), as usual, the denominator parameters cy,...,c, are neither zero nor a negative
integer.
Lauricella function w (x) = Ff(,") (a, b; c; x) satisfies the system of equations [24, p. 117]

and, in turn, this system has 2" linearly independent solutions [24, p.118§]
1- {Flgn) |: a, blv "'7bn; X] :

C1y--+5 Cn;

1701F(n) |: a+1— Cl,b1 +1-— C1, bg, ...,bn; X:|

1 A 2 —c1,Coy.nn, Cp
Tl € e
x}fanjg") [ a+1—cp b, .iby_1,by+1—cy; x},
Cla"'7cn—172_cn;
4
lmer d—espa(n) | @+ 2—c1—ca,by +1—cp,ba +1—ca,b3,...,by;
xl x2 FA |: 2_6172_027037'-'7cn; x 7
m%—clxi—cnplgn) ai_Q —C _cnabl +_]- _.club%-“ubn—lubn—f— 1 — Cn; x|,
2 017027"'7Cn—1a2 Cn; ]
e 12 bi by + 1 — o by 41— car by by; |
l—cy l—cg(n) | @ — C2 — (3,01, 09 — (2,03 — C3,04, ..., Op;
2 s FA [6172_6272_637647"'7611; X_’
I T
>< FIE‘H) CL+2—Cn_1 _Cnabla'--abn—Qabn—l +1 _Cn—labn+1 — Cp; x|,
\ Cla"'vcn72>2_cnfl72_cn;
o i g atn—c— .. —cypbi+ 1 —cr, b+ 1 ey
1.{:1:1 ez Yy {2—01,...,2—%; x|.

3 Methods and materials. Expansions of Lauricella function FIE‘")

For a given multivariable function, it is useful to find a decomposition formula which would
express the multivariable hypergeometric function in terms of products of several simpler
hypergeometric functions involving fewer variables.

Burchnall and Chaundy [17, 18] systematically presented a number of expansion and
decomposition formulas for some double hypergeometric functions in series of simpler
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hypergeometric functions. For example, the Appell function

F2 [ a7bl7bQ> Z‘,y:| _ Z (&)ern( 1)m( 2>nZL'

Yy
1, Ca; (c1),, (c2),, ml n!’ o+ lyl <1

m,n=0

has the expansion [17]

. b b b . .
) { a, by, bo; x,y} :Z(G)T( 1)}( 2>”x’”yTF { a+r b +r; x} 7 [ a—+rby+r; y].

C1, C2; — rl(c1), (c2), ¢+ Co+ 15

Following the works [17,18| Hasanov and Srivastava found a decomposition formulas for all
four Lauricella functions of three variables [19] and proved a recurrence formulas at arbitrary
n € N\{1} [20]. However, due to the recurrence of Hasanov-Srivastava’s decomposition
formulas, additional difficulties may arise in the applications of this expansions. Further
study of the properties of the Lauricella function FA") showed that known decomposition
formula can be reduced to a more convenient (nonrecurrence) form.

With any natural numbers n € N \ {1} the following expansion formula holds true [22]:

n o (a)A(n n) n (bk)B(k n) B(k,mn) a+A(k n) by + B(k n)
Fi” (a, biex) = 7 =y F e |, (8)
|n§|::0 Mi! 1 (k) B(sm) cx + B(k,n);
where
‘mnl_zzmzj, m”>0,,2<z<]<n,
=2 j=i
Mgt = maglmagl -+ migl- - my,l, 2<i<j <n;
k+1 n k n
A(k,n) =3 “mij, Blkon) =Y migt > miia
i=2 j=i i—2 i—h

In case n = 1, the formula (8) is greatly simplified and coincides with the definition of
the single hypergeometric function (3).

Using expansion (8) and Boltz formula (5), it is easy to derive an analogue of the Boltz
formula for the Lauricella hypergeometric function in the form

" by e, —a—+ B(k,n)— A(k,n),bp + B(k,n); =k
XH(l—xk) F{Ck—i-B?;f,n(); ) (k,m), by + B( )xk_l}' 9)
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Let a,by,..., b, are real numbers with a # 0, —1, —2,... and a > |b|, where |b| :=
by + ...+ b,. Then n = 1,2, ..., the following summation formula holds true [21]

o n ) agemy oy Tla—b) 77 T(a)
> Waea 7 “ "t Ura-a 00

|my,, |=0 k=1 ( )A(k,n) k=1

It is easy to see that formula (10) is a natural generalization of the well-known summation
formula (4).

Let a, by, ¢x be real numbers, where ¢, # 0,—1, -2, ... and a > |b| > 0 and ¢, > b;. Then
for n = 1,2, ..., the following limit correlation is true

n 717,9
by () . ale) oz L a—lbl 0)] ™ I (c)
lg%{e Fy (a,b,c,l - sy 1 5 H (Do)
(11)

where 2, () are arbitrary functions, and 2;(0) # 0.
Limit correlation (11) directly follows from decomposition (9) and summation formula

(10).

4 Particular solutions
Consider equation (2) in Q. Let x := (x1,...,x,) be any point and xy := (zoq, ..., Ton) be any

fixed point of Q. We search for a solution of (2) as follows:

ug (2, 20) = P (rp)w (&), k=1,n, (12)

where w 1s unknown function and

n

P(r) =1 2 - 5 + Zaj; (13)
n . 1, if z Z 07
i = ngn(k: — i) (z; — wo;)?, sgn(z) = { —1, if 2 < 0; -
=1 | |
7"1% - rka
gk = (gk’hgk@v 757671) ’ gkj - Sgn(k j) 3 ’ (15>
k

ry; = sgn(k — j)(x; 4 xo;)* + ngn —i)(w; — 20)%, k,j =1,n.
=1
1#]
In what follows for brevity, we omit the index (letter) k in the notations wuy, 7%, &1, ...,
gkn-

Let us calculate the necessary derivatives of the desired solution

ou w@_P P = Ow 0&; _Th
or; 0w, & 0gox; T T




A.R. Ryskan et al. 83

851 851 a w . oP 851 62& Ow 82]3 . JE—
E E 2 P R -1
< Ox; O ; 08,06, +;< b, 00, | 022 ) 08 Yoz T TN
and substitute into equation (2):

n

“ 0
ZAm e + Z Z zlkzag 8& Z Cik:a_z + Dyw =0, (16)
i=1 '

1=1 l=i+1

where

m—Pngn —j (g&) : (17)

86@ 8&
By = QPngn (k — )axja_xj
7j=1

- ?P 20, OP
v S (24 - 2200
; 8:1:? x; O0x;

Now we consider A;. Since

Adx.x
&y = —sgn(k — j)—=-2

and
axj = _Sgn(k Z) r2 Jél] Sgn(k _‘7)#&7 (19)
where
_ L, i=y,
b = {o, i+
is the Kronecker delta, we have
0&; 16£E . 16 (x; — xj0) Tio Ax;—x -0)2
[ (5 J J Siils J J 2 2
<85L']> 7a4 2]61 + T4 gz I ( 0)
Substituting (20) into (17), we get
4le
A =——36(1-&). (21)

;12
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% .

Using the product of the derivatives = and =L in the form
L L

08 _ (LAlnn) ) 8)eq s

&%’j (9xj

T2 2

we have

Bilk:P( >+ lo)

rir?  ar? &bt (22)

Substituting the following derivatives

P R
8— = —2fsgn(k —j)PM

ox; rz
02%¢; Az —xj0) & 8(my — o)
8_:70? = —sgn(k — ])#@'jfi —sgn(k —j)—= + —* i &
and (19) into (18), we get
41[’10 4[E2‘0 ~ 41‘]‘0
Cip = —P ( (B + 1) f + 2041@ — & jz_;ajm> : (23)

Taking into account first derivative (14) of P and its second derivative

0P (z; wlq

a 2 - Zﬁsgn( )

2(6+1)

rd r2

it is not difficult to find the expression

Q5T jo xJO

Dy = 43P Z (24)

Now substituting (21)—(24) into equation (16), we obtain the following equation

n

> [fx -850 352 F 20— (34 1)6] o2

il’

a& ~ o “}

T ;T
_ZZ (xf )62&8586 Zgzaéz ]:CJ]O:O’

=1 [=i+1

which is equivalent to the system:

0w L
& (1_§j)3_§f_§j;§im Zé}a&

i#]
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ow
9E;
Thus, the multidimensional generalized Euler-Poisson-Darboux equation (2) equivalently
reduced to the system (25).

Comparing the system (25) with the system (7) and by virtue of (12), we obtain 2"
particular solutions of equation (2):

+ 205 — (B+a; + 1)&] 5 —jfw =0, j=T,n. (25)

98 () | B,y .y Qi
) . (ZEll’Ol)l_Qal (n) I 5 + 1-— 2&1, 1-— A1, g,y ...y Oy
aka (#20) =127 e T4 | 5~ 90, 20, .., 20, ik 1)
_ (a:2x02)1_2a2 w [ B+1=2a9,01,1 — g, s, ..., ap;
Uk;3<$,f50) _’YSW A 20{1,2_206272063,...,20[“; gk‘ ) (28)
k L
oy @amen ) T [ B L= 2001, 0, ey s, L — G, 0
Hhan (:E’ xO) — T2'8+274an_1 FA 2@1, sy 2&71—27 2 — 2an—17 2an7 gk ’
k
(29)
. (xnx()n)l—?an (n) 6 +1- QOZn, ag,...,0p_1, 1-— Qn;
it (T:00) = V= ggimia Fa7 | 90,20, 1,2 - 20, &, 60)
(x1x01)1—2a1 (.’13'21'02)1_2&2
uk,n+2 (.CL', IO) - ’7n+2 2B+4—4a1—das
Tk
m) | B+2—20q —2a9,1 —aq,1 — g, g, ..., Qp;
xFy {2—2041,2—2042,2@3...,2%; Skl (31)
(xn—lx()n—l)l_zan_l (xnxOn)l_Qan
Uk,(n2+n+2)/2 (T3 T0) = V(n24n+2)/2 DY p—— x
k
(n) ﬁ+2_204n71_2an7a17'“7an7271_Oénflal_an;
xFy [zal,...,zanz,z—zan1...,2—2% S| (32)
n 1—2a
) o szl (933'930;‘) ! m | B+n—201 —...—20,,1 —aq,...,1 —ay;
Uk,Qn ('T7 xo) - 72” T’zﬁ+2n_4al__4an A 2 o 2&1’ s 2 _ 2an; gk I
(33)

where (3, r and & are defined in (13), (14) and (15), respectively; ~; (z =1, 2") are constants
to be selected in a special way based on the applied problem under consideration.
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5 Some properties of particular solutions

It can be directly shown that the particular solutions (26) — (33) satisfy the equation (2) with
respect to the variables (x1,...,x,) and (zgi, ..., To,), however, these functions with respect
to variables (x1, ..., x,) do not satisfy the adjoint equation

2005 B " 9%u " Hu 2051
() y S > () a0
j=k+1

T
j=k+1 J J

In this connection, according to Sabitov’s proposal (25|, we multiply the functions (26)
~ (33) by 22 = 3™ g2 since the product 22wy ; (z;x0) is a solution of equation
(34) whenever wy; (r; %) is a solution of the original equation (2). Thus, if u; (x; x¢) are

functions defined in (26) — (33), then we obtain 2" particular solutions

qrj (7530) = 2y, (z520), §=T1,27, (35)

which are satisfy the equation (2) and adjoint equation (34) with respect to the variables
(o1, ..., Ton) and (xq, ..., z,), respectively.
Theorem 1. If 0 < 2a; < 1 (j = 1,n), then particular solutions (26) — (33) have a

singularity of the order —— at r — 0.

Proof. We will consider the first particular solution, the singularity of the remaining
solutions is proved in a similar way. By virtue of (26) and (35), we have

o n Ay ey Oty
Qk,l (%,xO) = 711'(2 ) 218F ) |: gal,l...,QOén; é-k:| '

Taking into account the expression (13) for [, one can rewrite particular solution
gk (75 0) in the form

1
Q1 (23 20) = =5k (25 20)
where
2
Gra (T320) =7 —w( Dy [ By, e dr10; drpror  4Tpr1Tokt1 42,0
k,1 yL0) — /1 A . PREER y 3oty
r%a 2@1, ceey 20(,“ 7’2 ri 7“]% 7’2

(36)

Now we show that gy 1 (z;
replacement z; — xo; = €t; (j = 1_) where t := (¢, ... t ») are new variables and € > 0, then

(2a) ~—2c¢ .
- Ve n S QU ey Qi 21(e Zn(e
Qk,1($§$—€t)=71— i){ﬁ ! 1-— 1() 1 L}

2001, ..., 200; g2 7Y g2
where

T?e? +sgn(k — j) - 4z (v — et;)
Z](€>: k T2 J J J ,
k




A.R. Ryskan et al. 87

k n
L= 6= tj=In
j=1

j=k+1

Using the limit correlation (11), we have

< Q.

['(B—a) ﬁ I' (2¢)

limg ;T —et) =
iy (53270 =10y L Ty

j=1

Thus the function §x 1 (z; xo) is bounded, hence the function gy ; (x; zo) has the singularity

at r — 0. Q.E.D.

of the order
rn—2

6 Conclusion

This study focused on constructing particular solutions for the generalized multidimensional
Euler-Poisson-Darboux equation. The method utilized for constructing particular solutions
was derived from the renowned monograph by Appel and Campet de Ferrier. Each particular
solution contains the first hypergeometric Lauricella function. Furthermore, the singularity
of the obtained particular solutions at the origin was proved.
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SIMULATION OF CARBON DIOXIDE ADSORPTION ONTO
CONSOLIDATED ACTIVATED CARBON IN 2D AXISYMMETRIC
SYSTEM

The research work is devoted to the kinetics of adsorption. Needless to say that physical adsorption
is of great interest in heat industry according to the number of research papers published in the
area annually. The working pair of carbon dioxide and consolidated tablet of AC was considered.
The mathematical model built for a cylindrical coordinate system, so the computational domain is
a rectangle corresponding to the radial section of the tablet. The rate of adsorption implemented
using the LDF (linear driving force) model. The temperature map was constructed for analyzing
the behavior of the temperature field. Curves of instantaneous uptake and simulated average
temperature are obtained. Simulation results are compared with experimental data and shows
good agreement. The study also presents findings of a grid sensitivity analysis. The developed
solver is the subject to further expansion to consider more quantities, such as change in porosity,
volatile gas concentration, etc.

Key words: activated carbon, adsorption, axisymmetric, carbon dioxide, numerical modeling.
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os-Dapabu aTbIHIAFEl KA3aK, YITTHIK yHuBepcureri, Kazakcran, Aamarsr K.
e-mail: Bakytnur.Berdenova@kaznu.edu.kz
Heirbi3ganran 6esiceHIipiiireH keMipre KOMipKbBIIIIKbIJI Ta3bIHBIH, aJICOPOITUACHIH
2D ochTiK CUMMETPUSIIILIK, 2KYlieie MoJeJIbaey

Seprrey KYMBICHI aJICOpPOINsl KUHETUKAChIHA apHajFaH. 2KbII caiiblH aTajFaH OarbITTa YKapusi-
JIAHATBIH FHIJIBIMU €HOEKTEP/IiH CAHBIHA KAPACaK, (DU3UKAJIBIK, 8/ ICOPOIUSIHBIH, 2KbLITY OHEPKOCIOiH-
Jie YJIKEeH KBI3BIFYIIBUIBIK TYIbBIPDATHIHBIH alTYIbIH KaXKeTi 2KOK. KOMIPKBIIIKbII ra3bl KOHE HbI-
FBI3IAJIFaH OeJICEHIIPiren KoMip TabIeTKACHIHBIH, KYMBICIIIBI 2KYObI KapacThIpbLasl. Martemaru-
KAQJIBIK MOJIEeJIb IMJIMHJPJIK KOODJMHATTAD 2KYHeci VIMH KYPBLIIbI, COHIBIKTAH eCenTey OOJIBICHI
TabJIETKAHBIH, PAJINAJIIBI KUMACBIHA, COMKEC KEeJIETIH TiK OYPBINITHI TOPTOYPHIIT OOJIBIT TAOBLIAIHI.
Ancopbuus xpurmaMabirbl LDF (ChIBBIKTHIK KO3Fayibl KYII) MOJIEIH KOJJIaHY apKbLIbI JKy3ere
achIpbLIALL. ZKyMBICTa TeMIepaTypa ©piciHiH, e3repy KapKbIHbI TAJIAHIBI, Je31K KYTHLULY *KOHE
MOJIEJIBJIEHT€H OPTAIA TEMIIEPATYPA KUCHIKTAPBI TYPFBI3bLIILI. Momeibaey HoTHkKeIepi SKCIepu-
MEHTTIK JIePEKTEPMEH CAJIBICTBIPBIIIBI YKOHE KAKCHI COUKEC KeJETiHI aHBIKTAJIbl. 3epTTey XKy-
MBICHI COHBIMEH KaTap €CeNTey HOTHKEJIEPiHiH TOP/IbIH, OJIIeMiHe TOYe IUTTriHe Taaay HOTUXKe-
JIEpIH YCBIHAJbI. O3IpPJIEHIeH eCenTerinl KypaJsIbl aICOPOIUSIbIK, KYTHIIY Ke3iHJeri KeyeKTiIiK
@3repici, YIIKHINT ra3 KOHIEHTPAIMSCHL 2KOHE Tarbl 0acKa ©3€KTi MaMaJiapibl eCKepeTiHaeil erimn
YArafTy KyTinemi.

Tyitin ce3aep: GenmceHaipires KoMip, aacopdIus, OCBTIK CHUMMETPHS, KOMIPKBITIKBLIT Ta3bl, CaH-
JTBIK, MOJIEJTBIEY.
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Cumysnsinusi agcoponum JUOKCUAA yIiIepoaa Ha KOHCOJUIMPOBAHHBINI aKTUBUPOBAHHBINA yTroJjb
B 2D ocecuMMeTpuvHOI cucTeMe

Hayuamo-ncciienoBarenbckas paboTa IMOCBAIIEHa KUHETUKE ajcoporuu. M3muinme roBopuThb, 9TO
dusnueckas agcopOius IpeiacTaBiseT OOJIbIION MHTEPEC B TEIJIOSHEPIeTHKE, Cyls 10 KOJImde-
CTBY HAyJHBIX paboT, MyO/JIMKYEeMbIX €KeroIHO B 3TOi objacTu. PaccMorpera pabodas mapa yrie-
KHUCJIOTO T'a3a M KOHCOJIMIMPOBAHHON TabJIeTKN aKTUBUPOBAHHOTO yriisd. Maremarudeckas: MOJIEb
[IOCTPOEHA JJIsl IUJINHIPUIECKON CHCTEMbI KOODIUHAT, II09TOMY pacdeTHasi 00JIaCTh IIPEJCTABIISIET
€000t TPAMOYTOILHUK, COOTBETCTBYIOIIUI pauaibHOMY cedeHnto Tabaerku. CKOpocTh aacopbrmm
peasinzoBaHa ¢ wucnojbzoBanueMm Mozpesan LDF (suneiinas nsuxkymas cuia). IIpoBenen anasius
[IOBEJIEHNSI 110JIsI TeMIlepaTypbl. [lojiydeHbl KpUBble MI'HOBEHHOI'O IIOIJIOIIEHHUS U MOIEIUPYEMOit
cpeiHell TeMiiepaTypbl. Pe3yabraThl MOJIEJIMPOBAHKS COIJIACYIOTCS C PE3YJIbTATaMU SKCIEPUMEH-
TaJbLHOTO UCCjeoBanus. B pabore Takke IpeCcTaB/IeHbl pe3y/IbTaThl AaHAIN3a 1yBCTBATEIHHOCTH
cetku. Pa3paboTaHHBIN periaresib MOJJIEKUT JAJbHEAIIEMY PACIIUPEHUIO [JIsi y4ueTa OOJIbIIero
KOJIMYIECTBA BEJINYINH, TAKAX KAaK M3MEHEHUE MOPUCTOCTH, KOHIIEHTPAIIUN JIETYIero ra3a u T..I.
KimroueBbie cjioBa: aKTUBMPOBAHHLIA yIoJib, acopOlius, oceBas CUMMETPHUs, YIVIEKUCJIbIA Ias,
YUCJIEHHOE MOJIEJINPOBAHNE.

1 Introduction

The process of adsorption has a wide range of applications, it is used in cooling/heating
systems, gas separation, gas purification, water filtration, carbon capture, etc. Here is
an overview of some recent research findings on adsorption and its use in refrigeration
systems. Automotive adsorption-based air conditioning systems are a promising alternative to
traditional systems from an environmental and energy saving perspective. Such systems can
operate using exhaust heat from an engine. An example of a designed and tested adsorption
chiller prototype can be found in Verde et al. [1]. The adsorption system working on a two-bed
silica gel was able to produce 2.1 kW cooling capacity.

Ben-Mansour et al. [2] presented a review on the application of the adsorption process on
CO, separation from typical power plant exhaust gases. The work discusses the candidate
materials for post-combustion carbon capture, the experimental investigations that have been
carried out, and numerical models developed to simulate the gas separation. Authors indicate
gaps in experimental investigations and in simulation studies considering one dimensional
flow. More research work is needed that doesn’t not ignore the radial or 3D thermal and
adsorption behaviors.

The established patterns in equilibrium adsorption curves in adsorption theory are of
an empirical nature. A new approach to constructing equilibrium uptake equations was
proposed by the following authors. Yin et al. [3| introduced a new model correlating and
predicting adsorption equilibrium concentrations using machine learning method. Sellaoui
et al. [4] established theoretical expressions to fit the adsorption isotherms of ibuprofen
on activated carbon using grand canonical ensemble. Unlike conventional isotherms models
(Langmuir, Freundlich, etc.) the expressions involve physicochemical parameters and are
thermodynamically consistent. Sghaier et al. [5] used statistical physics formalism with the
grand canonical ensemble to construct isotherm equations. The study performed by applying
four expressions and the best isotherm equation fitting experimental data was found. Also
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the authors used the statistical physics for expressing and calculating the coefficient of
performance (COP) of ethanol/activated carbon systems.

Cai et al. [6] demonstrated silica gel (SG)-water adsorption refrigeration device and
compared the performance of three types of composite adsorbents in the refrigeration system.
The composites fabricated by mixing SG with MOFs to improve mass transfer characteristics
and either with copper chips (CCs) or foamed copper (CFs) of different mass ratio to improve
thermal characteristics. Development of new materials by mixing different substances permits
limitless possibilities in the field of adsorption application.

Pena and de Lemos |7] numerically investigated unsteady multidimensional heat transfer
problem with internal heat generation. The simulation is carried out in a two-dimensional
axisymmetric domain and involved reaction and phase transition phenomena. In [8] recent
study, we presented results of simulation of CO; gas adsorption onto consolidated AC
tablet, with the calculation geometry simplified to a one-dimensional case. The mathematical
model involved more quantities, such as change in porosity, volatile gas concentration, and
accordingly, more equations were solved. The current work investigates the process of CO,
adsorption by the composite under constant pressure and temperature conditions in 2D
axisymmetric system. The energy balance equation and the adsorbed phase balance equations
have been solved at a moment, and the solver is subject to further expansion to account for
more associated accompanying phenomena.

2 Mathematical model and problem description

The calculation domain is schematically illustrated in Figure 1. The mathematical model built
for a cylindrical coordinate system, so the computational domain is a rectangle corresponding
to the radial section of the tablet.

B
8
2
&
I
4 £
s B
<
Top wall

h, T

1.8 mm
Right wall

r

2D axisymmetric |:> Summary of boundary |:> Numerical study result
coordinate system conditions

Figure 1: Schematic illustration of calculation domain

The energy conservation equation for the solid adsorbent is as equation (1). The
adsorption rate is assumed to follow the Linear Driving Force model, equation (2). The
thermal conductivity and capacity of the adsorbent vary with temperature and adsorption
rate, since the composition of a unit volumes change with adsorption, also due to the
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exothermic nature of the process for the working pair of COy/AC. But in the current study
they are considered constant due to lack of experimental data.

or 10 oT 0 oT )
,OCPE = ;5 (kTE> + & (k&) + egen (1)
dq
3¢ = Fuor (T) (geq — ) (2)
Boundary conditions:
oT
—kho—|  =h[l-T] (3)
z=H
oT
5| =0 (4)
z=0
oT
r=R

For the nodes along the longitudinal axis equation (6) is solved.
or 0*T  O°T .
,OCPE =k <2 . W + w) + €gen (6)

Initial conditions, equation (7) and equation (8):

Q|t:0 =0 (7)

Tlizp =T (8)

Problem parameters used for simulation. Dimensions of the tablet used in the
simulation: tablet radius 8.5 mm, height 1.8 mm (see Figure 1). The characteristics of the
composite consolidated activated carbon taken from previous studies [8,9] and illustrated in
Table 1.

The expression for the rate constant of LDF model:

buor () =k xp (- 75 ) )

Where R is the gas constant, 8.314 Jmol~! K~1. The activation energy and pre-exponential
factor are:

E, = —17.34kJ mol ™! (10)
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Table 1: The characteristics of the composite for numerical calculations

Property Unit Value
Heat conductance Wm-tK=t 022

Thermal capacity Jg 'Kt 0.821

Isosteric heat of adsorption kJmol™! 19.02

Porosity - 0.482

Skeletal density gcm™3 0.917

Apparent density gcm™3 0.475

Equilibrium uptake gg! 0.274

ko =158 x 10777+ (11)

The heat transfer coefficient depends on the difference in temperature between the surface
of the heated object and the surrounding temperature T, and on the thermal properties
of the medium. The properties of carbon dioxide under given conditions of temperature and
pressure are shown in Table 2.

Dimensionless numbers, [10]:

Ra = Gr - Pr 12
(12)
AT - q- L3
Pr= —“gl;;cpﬁg (14)
g

Table 2: Properties of carbon dioxide at 293.15 °C and 0.535 MPa

Property Unit Value
Pressure bar 5.35
Temperature Celsius 20
Density kg m—3 9.96
Specific isobar heat capacity kJ kg ! Kt 0.88
Isobar coeflicient of thermal expansion 10_ (K™) 3.75
Heat conductance S(Wm™ K1) 16.44
Dynamic viscosity ~%(Pa s) 14.72
Kinematic viscosity O (m?s) 1.478

The system of equations has been solved in Python (Version 3.11.5) using the explicit
finite difference scheme. Volume average of quantity f found as below:

// (277 - f(r, 2) drdz-ZZQw r 7)) Ar-Az (15)

=1 j5=1
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[Tav
Tave = 16
- (16)

[qav
ave — 17
q v (17)

3 Results and discussion

The temperature field behaves as expected, the outer boundaries are colder than the core.
Figure 2 shows the instantaneous temperature field at the same time instant 18 seconds
calculated using 8x32 nodes, 12x48 nodes and 16x64 nodes. The results illustrated upside
down due to peculiarity of the visualization library. The proper grid sensitivity analysis was
performed to avoid grid size dependent results, Appendix A. The grid refinement allows more
accurate calculation and detailed temperature map.

The calculation result of the previous study obtained using non-isothermal pore change
model for the 1D case illustrated for comparison [8]. Two temperature profiles are shown in
Figure 3, one obtained using 2D axial symmetric geometry in scope of the current study,
and the other obtained using abovementioned 1D non-isothermal pore change model. The
non-isothermal pore change model counts the effects associated with change in porosity, and
mobile gas penetration into the tablet. But due to the 1D geometry the convective heat loss
though the side wall cannot be determined. When using a 2D case the cooling occurs faster
indicating the heat loss through the sides. The findings are reasonable and consistent with
recent results.

According to the experimental measurement the adsorption rate is high during the first
300 seconds and declined rapidly thereafter. It achieves a plateau at around 600 seconds and
remains constant, when no further change in adsorption uptake is noticed. Therefore, only
the first 600 seconds are of interest as a simulation time. The instantaneous average simulated
uptake compared with experimental data.

Figure 4 illustrates the adsorption uptake over time. Black dots indicate the experimental
data, the dashed blue line indicates simulation result of the current study. Solid purple line
shows the result obtained in previous study using non-isothermal pore change model.

4 Conclusions

Recent review articles point to the need for more experimental and numerical studies that
do not ignore the radial or 3D thermal and adsorption behaviours. The present paper shows
simulation results obtained for a cylindrical coordinate system, so the computational domain
is the radial section of the tablet. Currently the energy balance equation and the adsorbed
phase balance equations are solved. The validation of the developed solver is performed
via comparison with the results obtained experimentally and using one-dimensional model
of recently published study. The developed solver is the subject to further expansion to
consider more quantities, such as change in porosity, volatile gas concentration, etc. In-
situ measurements of the sample’s temperature and thermal properties are challenging
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Figure 2: Instantaneous temperature field at 18 seconds calculated using different mesh refinements: (a) 8x32
nodes, (b) 12x48 nodes, (c¢) 16x64 nodes

experimental investigation work. The validation of the simulated temperature profiles with
experimental data is of great interest.

Research highlights
— Gas adsorption onto activated carbon tablet simulated in 2D axisymmetric system.

— Dynamics curves for key parameters were constructed and compared with results of a
recent one-dimensional numerical study.

— Adsorption uptake curves were compared with experimental data.
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Figure 3: Mean temperature profiles obtained using 2D axial symmetric geometry (blue line), and 1D non-
isothermal pore change model (purple line) [§]
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Figure 4: Adsorption uptake obtained using 2D axial symmetric geometry (dashed blue line) and 1D non-
isothermal pore change model (solid purple line). Black line corresponds to the experimental data
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Appendix A. Interim Results

Figure 5 shows the average temperature profiles obtained for 3 different cases: (a) for adaptive
kLpr(T) and h(T), (b) for fixed kypr and adaptive h(T'), and (c¢) for both fixed krpr and h.
The mean temperature T, varies over time according to the Figure 6. The calculation results
for 4 different grid sizes illustrated. The grid sensitivity analysis shows good convergence of
the curves towards the result obtained on the finest grid, Table 3. The grid size cannot
be reduced indefinitely. The computational result is reasonable for 12x48 nodes. Further
refinements increase the calculation time only, and do not affect much on the temperature
profiles.

340
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Figure 5: Temperature profile obtained using 3 different cases
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Figure 6: Grid sensitivity analysis. Mean temperature over time.
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(1]

(2]

(3]

(4]

(5]

(6]

[7]

(8]

(9]

[10]

Table 3: Maximum temperature observed for different grid sizes

Number of nodes 16x64 12x48 8x32 4x16
T rnax 338.04 337.64 336.97 334.69
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DETECTION OF OPERATING SYSTEM VULNERABILITIES AND
NETWORK TRAFFIC ANALYSIS METHODS

Researchers and experts on information protection develop antivirus programs and applications
to improve the security of operating systems and security policies. Threats will be relevant to
organizations that do not consider security policies and regular software updates. This paper
discusses applications for scanning and analyzing network traffic, such as Netdiscover, Wireshark,
and Nmap. The model network is based on a virtual machine. This research aims to determine
methods for scanning and analyzing network traffic and detecting network vulnerabilities. This
study conducted a penetration test for Windows 10 using the Kali Purple operating system and
identified the vulnerability of the operating system. The calculation of network traffic is performed
with (1) the determination of the arithmetic means of network traffic, (2) the calculation of the
variance, and (3) the determination of the magnitude of fluctuations relative to the average M, the
range of maximum and minimum values of D, and the Hurst coefficient. As a result of the conducted
research on students enrolled in the educational program 6B06301 — Information Security Systems
at Farabi University, the proficiency in MS Excel and C+# skills amounted to 77.11%. The research
results can be used in the field of information security systems.

Key words: network traffic, penetration, analysis, vulnerability, exploit, attack, Kali Linux,
Windows.
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OrnepanusiiibiK, 2Kylie oCaJIIbIFBIH aHBIKTAY >koHe TpaduKTi Tasgay aaicrepi

Seprreyiijiep MeH aKlaparThl KOPFay KOHIHJEri capalllibljiap OIepallusiIbIK KyHejaepiiH Ka-
ViIci3airie »koHe Kayilci3aiK casicaTblH apTTBIPY VIIIH BUPYCKA KapChl OargapJiamMaJiap MeH KO-
cemmmasiap o3ipseiini. Makanama Netdiscover, Wireshark »xone Nmap custkTor xkejtisik Tpadukri
CKaHepJIeyre 2K9HE TAJ[JIAyFa apHAJFaH KOChIMINAJIAP KapacTolpbLiabl. 2Keminik TpadukTi Tasmmai
611y — KHOEpPKOPFayIbIH, AJIFAIIKbI 2KeJTici. BUpTya apl KeHiCTIK — JepeKkTep/Ii KOpray TeXHOJIOTUsI-
ChI CaJIaChIH/AFbl OKBITY CIIEHAPUILIEPiH iCKe acbipyfa apHaJFaH opblH. OChl 3epTTEY/IiH MaKCAThI
KeJIIK TpaduKTi Tajiay oJicTepiH YKoHe YKeJIHIH OcaIbFbiH aHbIKTay. 3eprreyie Kali Purple
onepanusiIbK, 2Kyiecinig kemerimen Windows 10 »kyiiecine eHy TecTi »Kypri3ijiii KoHe oreparu-
SITBIK, XKYHEHIH, OCAJIBIFBI aHBIKTAIbI. CoHai-ak, KeaimiK TpaduKkTiH opraiia apudMeTHKAJIBIK,
moHiH (1), mucnepcusnsl ecenrey (2), oprama M (3) KATBICTBI aybITKY MOHIH aHbIKTay, D Makcu-
MaJIJIbl YK9HEe MUHUMAJIIBI MOHIHIH JUAITA30HBI XKoHe XepcT KodhUIneHTiHe Taamay Kyprisiii.
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2Keninik TpaduKTi TAIIAYIBIH XKOHE OCAJIIBIKTAP/IBI AHBIKTAY/IBIH YChIHBLIFaH 9ricreMmeci Ethernet
JKEPriiKTi 2KeJjriciHe MadybUIIapIbl HEFYPJIbIM KOFApbI JIQJIIIKIIEH YKOHE TOJIBIKTHIKIIEH AHBIK-
Tayra KoHe OyrarTayra MyMKiHIiK O0epai. Hotmxkene ampikTamran Xeper koadduiimenTinin, MoHI
(( < 0,5)) e3iHmik YKCACTBIFBI YKOK 3PIrOIUKAJBIK, KaTap ekeni afikpiugaspl. CoHbIMEH KarTap,
OPBIHJIAJIFAH 3ePTXAHAJBIK, KYyMbICc HoTIKecine Farabi yauepcurerinig 6B06301 — AKmapaTThIk,
Kayincismik »kyitesepi Gisim Oepy 6Garmapsamackl OoiibiHIma crygenTrepais, MS Excel xxone C#
Goiibiama GimikTimiri 77,11% Ten Goambl. ANbIHFaH 3epTTEy HOTHXKEJEpl aKNapaTTHIK, Kayllcisik
Kyiteci caachlHIa Al IaIaHbLIybl MYMKIH.

Tvyiiin ce3gep: xkemmik Tpaduk, eHy, Tajamay, OCAJABIK, 3Kcmaont, madbyswr, Kali Linux,
Windows.
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O6Hapy2keHus ysI3BUMOCTY OIIE€PAIIOHHON CHCTEMbBI 1 METOAbI aHAJIM3a CEeTEBOro Tpaduka

UccnemoBaren u 9KCOEPTHI M0 3aIIuTe HHGOPMAIMH pa3pabaThiBAIOT AHTUBUPYCHBIE TPOrPAMMBI
¥ [IPUJIOXKEHUST JIJTsI TIOBBIIIEHUsT 0E30IIACHOCTH OTIEPAIIMOHHBIX CUCTEM U TIOJIUTUK Oe3omacHocTu. B
JIAHHOH CTaThe PaCCMaTPUBAIOTCS TPUJIOXKEHUS JIJIsi CKAHUPOBAHUS M aHAJN3a CETEBOr0 TpaduKa,
takue kak Netdiscover, Wireshark u Nmap. YMmenue anaiusupoBarh cereBoil TpaduK — mepBasi
JINHUS 3AIUTHL OT KnOepyrpo3. BupryaabHoe IpOCTPaAHCTBO — MECTO ISl PEAJIM3AINN ClIEHAPUEB
o0y4eHust B 0OJIACTH TEXHOJIOIMH 3aIUThI JAHHBIX. [[eJib JAaHHOrO MCCIIeIOBAHUS OTPEIETUTE Me-
TO/BI aHAJM3a CETeBOro TpaduKa U ODHAPYKEHWEe YsI3BUMOCTH CETU. B JTAHHOM WCCJIEIOBAHUN C
roMoIibio orepanunonHoit cucremsr Kali Purple nposenen Tect na nponukuoserue B Windows 10 u
OIIpE/IeJIeHA YSI3BUMOCTD OIEPAIMOHHON CHUCTeMbl. TakzKe, MPOBEJEH pacdeT ceTeBoro tpaduka ¢
orpejiesieHueM: cpeaneapudmerndeckoe 3uadenne ceresoro rpaduka (1), BoraucieHne Juciepeun
(2), oupenesieHne 3HaUEHNST KOJIEOAHHMN OTHOCUTEILHO cpeaero M (3), nuamna3oH MaKCHMAaJbHOTO
¥ MUHUMAJbHOTO 3HadeHus D u koaddunuent Xepcra. [Ipeaiokennas MeTonka aHaan3a ceTe-
BOTO TpaduKa U 0OHAPYKEHUS YI3BIMOCTEH M03Bo/IMIIa ¢ 60JIee BBICOKON TOYHOCTHIO M HOJHOTOM
BBISIBUTDH U OJIOKMPOBATH aTaKW Ha JIOKAJIbHYIO ceTh Ethernet. Ilo pesympratam moxkasaremns Xep-
cra ( < 0,5) onpejiesieH Sproauydeckuil psiji, KOTOPHIH He obsasaer camonogobueM. B pesyibrare
MIPOBEJIEHHOT0 MCCJIEIOBAHUS CTYIEHTOB 110 0Opa3oBareibHOi mporpamme 6B06301 — Cucrembr un-
dopmanmonHoit 6e3omacunoctu yausepcurera Farabi anaseiku padborsr ¢ MS Excel u C# cocraBuim
77,11%. Tlony4ueHHbIE PE3YIBTATHI UCCIIEOBAHUSI MOTYT OBITH UCIIOJB30BAHBI B O0JIACTH CHCTEMBI
MHOOPMAITMOHHOH 6E30ITaCHOCTH.

KoroueBbie cioBa: ceTeBoil TpadUK, TPOHUKHOBEHUE, aHAJIU3, YSI3BUMOCTH, IKCIJIOUT, aTaka,
Kali Linux, Windows.

1 Introduction

Today, data transmission is developing rapidly. This means the availability of the local
network and easy connection of users. The local data transmission environment also
creates conditions for listening to network traffic and connecting attackers to the network.
Unregistered port numbers make network traffic monitoring and intrusion detection difficult.

Klenilmar L. Dias et al. [7] consider a module for classifying video traffic based on machine
learning. The proposed naive Bayes algorithm is used to relax the independence hypothesis
and in quality assurance schemes for computer networks. The results of this module are
applied in real-time scenarios.

Some other authors [4] propose an effective statistical approach to attack detection based
on traffic characteristics and an algorithm for dynamic detection of threshold values. The data
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from the MIT Lincoln Laboratory DARPA and developments of the university laboratory
using this algorithm were used to derive attributes based on distributed denial-of-service
characteristics.

Markus Ring et al. [13] proposed a new methodology for generating real network traffic
based on the flow for evaluating network-based intrusion detection systems (NIDS). The data
is based on Generative Adversarial Networks (GANs), which are used to generate images.
The new method proposed for estimating generated network traffic based on the flow of the
CIDDS-001 dataset has shown the ability to generate high-quality data.

In this paper, the algorithms for modeling network graphs are considered, and applications
for network analysis are used. The experimental part shows the analysis of network traffic
based on a virtual machine and the use of network traffic filtering. In order to protect the
information, an exploit of the Windows operating system was identified, and a vulnerability
scan module was searched. Based on the results of the network traffic calculation, the Hurst
index ( < 0,5) is obtained.

2 Methods and materials

In the research by N. Clarke et al. [1], traffic metadata is used to identify users. The results of
the experiments conducted to investigate the relationship between user actions and network
signals are shown in Table 1.

F. Pacheco et al. [11] have studied the methods of machine learning and Deep
Learning (DL) for the classification of Internet traffic. The platform under study is satellite
communications, where encrypted, unencrypted, and tunnel communications are considered.

Table 1: Services and interaction with users [1].

Services User interaction

Bbc Watching video clips, TV programs, listening to audio clips,
commenting, sharing news

Dropbox Uploading files, general viewing of files, folders

Facebook, Posting, commenting, sharing, finding friends, attaching files, chatting,

Twitter messaging

Google Keyword searching, creating, editing, deleting online documents

Hotmail Downloading and uploading file attachments, composing an email,
deleting content, replying to email

Skype Sending text messages, transferring files, changing online presence

YouTube Searching, watching videos, downloading songs and videos, writing
comments

Wikipedia Searching, reading articles

Y. Kawasaki et al. [6] propose a state-space model that estimates the traffic state over
a two-dimensional network with alternative routes. This method also employs sequential
Bayesian filtering with a cell transmission model GTM for the flow model.

The article by Makarenko S.I. et al. [9] presents a comparative analysis of foreign and
Russian penetration testing methodologies and standards, such as The Open Source Security
Testing Methodology (OSSTMM), Information System Security Assessment Framework
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(ISSAF), Open Web Application Security Project (OWASP), Penetration Testing Execution
Standard (PTES), Technical Guide to Information Security Testing and Assessment (NIST
SP 800-115), Study a Penetration Testing Model (BSI), Methodology of Information Systems
Security Penetration Testing (PETA), Penetration Testing Framework (PTF), and Positive
Technologies. Additionally, definitions of basic terminology are provided.

Ethical hacking (pentest, pentesting) involves authorized simulated attacks on computer
systems to identify weaknesses in the security system. It is also used to assess the security of
operating systems, network security, web applications, and wireless systems. To protect the
system, professional pentesters utilize various tools and methods that malicious actors use
for hacking. Stages of penetration testing:

1) Information gathering — detecting network hosts, open ports, etc.;

2) Vulnerability analysis — checking for unpatched systems, misconfigurations, etc.;

3) Exploitation — gaining access using discovered vulnerabilities;

4) Post-exploitation — maintaining access using backdoors, rootkits, etc.;

5) Reporting — presenting results and recommendations for preventing identified
vulnerabilities.

A research study was conducted at the Faculty of Information Technology of Farabi
University to identify vulnerabilities in the Windows 10 operating system. The research
consisted of two parts: conducting a penetration test and calculating the Hurst exponent
using Wireshark.

For the study, students specializing in information security systems at the Faculty
of Information Technology were selected. A survey was conducted among the students,
which included the following questions: 1) participation in CTF competitions; 2) knowledge
of scanning tools; 3) practical experience in identifying OS vulnerabilities. Data analysis
involved observing 86 participants. According to the survey results, 21% of students
participated in CTF competitions, 62% possessed practical skills in scanning tools, and 17%
had practical experience in identifying OS vulnerabilities.

3 Results and discussion

The experimental part of the work analyzes network traffic based on a virtual machine. Data
connection type is a network bridge. In order to analyze network traffic, we use the Kali
Purple operating system.

The Netdiscover utility discovering network interfaces without an IP address configuration
was used to determine the nodes available on the network.

One of the key features of the Wireshark utility is traffic interception. The Wireshark
utility fixes the problem with the network, debugging of web applications, network programs,
and sites and allows viewing the packet data at all OSI levels.

The Wireshark window consists of panels: Packet List, Packet Details, and Packet Bytes.
In the window, one can see the traffic related to the wireless access point and which protocols
are used.

In the Filter menu, entering the command #p. src==192.168.137.136 and pressing Enter
make it possible to get only those packets that came from the specified IP address and the
results of filtering.



A. Makulova et al. 103

The Statistics-Capture File Properties command shows the average number of packets
per second, the average packet size, and the traffic intensity.

Traffic results are as follows: packet intensity A = 2.5 packets/s, average packet size
L = 159 bytes, and traffic intensity a = 3159 kb/s.

An open-source network scanner used in Windows and Kali Purple operating systems
is Network Mapper (Nmap). This utility determines the devices connected to the network,
installed programs, the type of operating system, and the types of filters applied. Nmap opens
a port on a computer and uses incoming connections to connect to another program.

Yu.V.Markin [10] considers a table with the results of network analyzers (Table 2):

Table 2: Summary table of the overview of network analyzers [10].

Objectives Wireshark | Snort Bro ntopng
Thread recovery +/- -/+ + -
Analysis of encrypted data | + - - -
Analysis of nested tunnels + - + -
Adding protocol support -/+ +/- +/- +/-

In order to achieve the set goals, the following requirements have been developed:

1. Difference in data flows when sending and recovering;
2. Supported format of archived and classified traffic;

3. Supported tunnel protocols with arbitrary stack configuration.

Based on the analysis performed to protect the information, exploits for the Windows
7 operating system were identified, and a search for the exploit/multi/handler vulnerability
scanning module was performed (Fig. 1).

fafl @ia el sl i eadinr

LilmaliL/handlar

wid | i Aaeadler 1]

Figure 1: Defining exploits

The use of certain network layer vulnerabilities is based on the IEEE 802.11 standard. For
the experiment, a test local private wireless network Broadcom 802.11 n Network Adapter
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was used. The attack generation environment uses a virtual machine with the installed Kali
Purple distribution version kali-linux-2024.1-installer-purple-amd64.iso with a set of special
utilities for testing for network penetration. A virtual machine with Windows 7 OS was
used to analyze the attacks. Metasploit Exploitation Framework tool was used to test for
penetration.

The results of exploits that can be applied in the tested are shown in Fig. 2.
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Figure 2: Results of the vulnerability definition

On Windows 7, a hack was detected using the Servis apache2 (Fig. 3-4)

(root® kali ) - [ /home/gulzi ]

= s apachel status
o apachel.service - The Apache HTTP Server
Loaded: loaded (Jusr/lib/systemd/system/apachel.service; ; preset: )

Active: inactive (dead)
Docs: https://hutpd.apache.org/docs /2. 4/

(root® kali)-[/home/gulri]
—8 apache? start

root® kali) [ /home/gulzi

-’ apache? status
& apachel.service - The Apache HTTP Server
Loaded: loaded (fusr/lib/systemd/system/apachel.service; } preset: ¥
Active: tive unning) since Sat 2024-03-30 19:37:20 CDT; 45 ago

Docs: huitps://httpd.apache.org/docs/2.4/
Process: 37352 ExecStart</usr/sbinfapachectl start (code-exited, status-0/SUCCESS)
Main PID: 37369 (apachel)
Tasks: & (limit: 9396)
Memory: 19,7M (peak: 20.2M)
CPU: 1BSms
CGroup: Fsystem.slice/apachel.service

Figure 3: Loading the Servis apache2
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Figure 4: Open apache2 in the Windows 10

In our research paper, we used the Hurst definition of R/S statistics to calculate network
traffic per second. The traffic load results are shown in Fig. 5. The simulation duration is 330
seconds, and the number of packets is 3093. This value can be changed to study the nature
of the traffic.

Wireshark . Endpoints - TIO1I024 pespry []

Ethernet:2 | IPwi.22 IPy6 TCP .43 UDP.55

Address = Port  Packets  Bytes  TotaslPackels  PercentFiltered  TaPackets  TuBytes  RxPackets Ruivtes |
£4.273.%686. 84 43 13 Ak L] 37.14% Q 0 bytes 5] Akf
80.241.0.72 123 1 90 bytes 2 S0.00% 0 0 bytes 1 90byes
22501847068 443 M 40Mn 1,633 14.15% O Obytes i) ikl
142 I50.184 146 443 a 2k 1 473T% a 0 bytes a 1B
2250085000 443 0 kB 0 S0100% o Obyies 0 ThH
142.250.185.106 443 12 2B 26 46.15% Q 0 bytes 12 IkB
4250085063 443 0 akn 7 47.67% @ Obytes 0 IkB
142 250,185 164 443 o Ik 2 40.97% [+] 0 bytes ] 1B
18275005195 443 7 0 15 L6.57% @ Obytes 7 Thfi
142250.185.206 443 0 28 s 40.00% Q 0 bytes 10 kB
142.250066.138 &4 o akh ] 34.67% 0 Obytes Fil Gkl
142.250,186.174 443 o 248 il AT62% 0 0 bytes 10 2B
TTi217.98.99 443 a5 1] an 50.00% a 0 bytes a5 £ 1]
1021681372 53 50 4kB 102 40.02% Q 0 bytes 50 4B
H2IGRII7I36 33879 2 150 bytes 4 50.00% 3 150 bytes (1] @ brytes
W2IERIILIZ6 50 10 248 n A7.62% 10 3 [} 0 bytes
157168.137.136 34500 2 146 bytes 4 S0.00% T 146 bytes (1] Bhytes
192168132,736 34000 2 160 bytes 4 50,00 2 160 bytes 0 Obyes
152168.137.136 35894 2 194 bytes 4 50.00% 2 194 bytes [} Thytes
12168137136 36535 2 148 bytes 4 S0.00% 2 148 bytes o O bytes
1ZIGEIITIZ6  IGETT 1 152 bytes 4 S0,00% 2 7 bytes [\} O bytes
TWERIINNE 3661 2 170 bytes 4 S0.00% 2 170 bytes 1] Obytas
102168137736 36654 2 170 bytes ' 50,00% 3 770 bytes 0 O bytes
TLIERNILEG  3ETT 12 EL- ] o A5.15% 1 Ik ] B hbyted
162168137936 396 2150 bytes & 50,00 2150 bytes o O byres
162168130136 38458 7 154 bytes i S0.00% 2 154 bytes [} 0 bytes
12168137136 39547 wn 2k 20 S0L00%, 10 k8 [+ 0 bytes
102168130136 40734 1 73bytes 2 S0.00% 1 Tamytes [} 0 bytes
1H2I68137.736 41734 m kB 5 A0.00% 0 kB 0 Dbytes
1LI6E1FL1B6 42220 9 248 ] 471.37% 9 248 [} @ bytes

Figure 5: Traffic under study for calculation

The following packets were received according to the analysis results: Ethernet — 2, TCP
— 43, IPv4 — 22, and UDP — 55. The calculations of the results obtained are shown in Table 3.

Traffic duration m = 330 seconds, N = 330/(3093/330) ~ 35

Where, N is the number of blocks, and 3093 is the number of packets.

1 =1, time = 150 s — 31, packet = 345

P1=345/(150 % 31) = 0.074

1 =2, time = 210 s — 46, packet = 417
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P2 =417/(210 % 6) = 0.043

1 = 3, time = 270 s - 113, packet = 2961
P3 =2961/(270 x 113) = 0.097

1 =4, time = 330 s - 141, packet = 3093
P4 =3093/(330 % 14) = 0.066

Table 3: Summary table of Network Analyzer overview.

Xi |1 | 2 E E

Pi | 0.074 | 0.043 | 0.097 | 0.066

The arithmetic mean of network traffic is determined by the following formula:

1 N
M=— Y X
N i3

M = 0.07

Calculating the variance:

2 1 2
S :N 2:1<AX’Z—]\4’)

S =0.019

Determination of the value of the oscillations relative to the mean M :

D=3 Xk —j-M

D1 =X1—-N-M=0.004
D2=X14+X2—-N -M=-0.023
D3=X14+X2+X3—-N-M=0.004
DIi=X14+X2+X3+X4—-—N-M=0

Maximum and minimum D value range:
R =max{D;} —min{D,}
R =0.004

The Hurst coefficient is determined by the following formula:

InN
H=-1.1

This traffic calculation can be performed using the C# compiler (Fig. 6).
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Figure 6: Results C#

Based on the results of the Hurst indicator (H), the following processes are determined:

e H < (.5 — an anti-persistent or ergodic series that does not have self-similarity;

e H = 0.5 — complete random series with particle displacement in classical Brownian
motion;

e H > 0.5 — a persistent (self-sustaining) process that has a long memory and is self-
similar [12].

According to the results, we have H < 0.5, and this process is anti-persistent and does
not have self-similarity.

In the following studies, the vulnerability analysis of the modules of the biometric voice
identification system is conducted, and a block diagram of the system of voice identification
of the user by voice with enhanced protection against attacks is proposed. This scheme
for the use of elementary speech units in the developed identification systems allows
improving computational performance, reducing subjective decisions in biometric systems,
and increasing security against attacks on voice biometric identification systems with a
probability of the first and second errors of the kind of 0.025 and 0.005 [15].

Using the MS Excel and C+# compiler, the calculation was carried out by 77.11% of
students (Fig. 7).

Computer Emergency Response Team (KZ-CERT) is a center that collects and analyzes
information on computer incidents and provides advisory and technical support to users
in preventing computer security threats. Together with Nitro Team LLP, more than 170
potentially vulnerable Microsoft Exchange IP addresses were discovered in the republican
segment. Attackers can gain access to any Microsoft Exchange Server email account using
these vulnerabilities. KZ-CERT experts sent instructions on identifying vulnerable software
to all government agencies and operational information security centers [8].
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Figure 7: Methods of traffic calculation

Emrah Yasasin et al. [16] examine the vulnerability of software packages and the impact
of exploits. Based on the National Vulnerability Database (NVD), the authors used mean
absolute error (MAE) and root-mean-square error (RMSE) to measure prediction accuracy
using single, double, and triple exponential smoothing, Croston’s methodology, ARIMA,
and the neural network approach. The results have shown that the optimal forecasting
methodology depends on the software, and forecasting accuracy is reliable within the two
applied forecasting error metrics.

Darshana Upadhyay et al. [14] investigate the vulnerability of the Supervisory Control
and Data Acquisition (SCADA) network. In the scientific work, real incidents of SCADA
vulnerabilities registered in standard databases are considered, and recommendations for
SCADA security are given.

4 Conclusion

The goal of this research was to identify effective utilities for analyzing network traffic and
detecting network vulnerabilities. Based on the analysis, the following threats were identified:
broadcast scanning; interception of network traffic; modification and implementation of
network traffic; getting information about the device; changing the ARP-spoofing table;
implementation of a false DHCP server.

Identification of vulnerabilities in Windows 10 is done using the Kali Purple distribution.
The following categories of attacks were identified: violation of the network perimeter;
violation of integrity; violation of confidentiality; accessibility violation; link layer attack;
Ethernet network layer attacks.

The analysis revealed the lack of full protection against harmful network activity. The
developed methodology for detecting vulnerabilities and cracking the OS is based on the
IDEFO0 and IDEF1X methodology.

The proposed method of analyzing network traffic and detecting vulnerabilities allows
you to identify and block attacks on the local Ethernet network with higher accuracy and
completeness. The obtained results of the Hurst exponent (H < 0.5) determined an ergodic
series that does not have self-similarity.

The vulnerability database grows every year. Organizations are undergoing changes
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that are associated with a security risk. Information security management automates the
inventory of resources and the identification of vulnerabilities using modern security tools.
Each vulnerability must be verified. Thus, the proposed methods of analyzing and scanning
the vulnerability of network resources are the first step towards security. This is a cyclical
process, and the regularity of the process allows minimizing the risk of attacks on private,
corporate infrastructure.

Further research will continue to study new types of attacks in local networks and improve

the architecture of the information security system.
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CREATING A MODEL OF SEMANTIC ANALYSIS OF EXTREMIST
TEXTS IN THE KAZAKH LANGUAGE

Presently, there is a significant emphasis on the utilization of semantic analysis to scrutinize texts
and viewpoints expressed in the Kazakh language within the realm of social networks, with the
primary objective of identifying content of a suspicious or extremist nature. This research article
is dedicated to exploring the application of machine learning and deep learning techniques in the
realm of extremist content detection within textual data.

The investigation takes into account several critical factors, including oversampling and
undersampling during the feature processing phase, the nuanced differentiation between extremist
and neutral subjects, and the handling of imbalanced classification challenges. These considerations
culminate in the development of a sophisticated deep learning model for text classification. The
study encompasses the deployment of various machine learning models to discern extremist content
within textual materials. Additionally, a comprehensive comparative analysis of machine learning
methodologies is conducted to ascertain the most effective approach for this task, taking into
consideration oversampling and undersampling techniques for addressing data imbalance issues.
The research endeavors are delineated into two core subtasks: the formulation of a machine learning
model specialized in the detection of extremist content within text, and the construction of a deep
learning model that factors in the unique characteristics of the Kazakh language and the available
dataset.

Furthermore, the study delves into the intricacies of feature processing, culminating in a
comparative assessment of outcomes derived from a range of machine learning algorithms used
to classify religious extremism, each leveraging distinct feature combinations. The methodologies
explored encompass decision trees, random forests, support vector machines, k-nearest neighbors,
logistic regression, and naive Bayes.

This research significantly contributes to the spheres of text mining, artificial intelligence, and
machine learning, offering practical recommendations for the processing and categorization of
texts linked to religious extremism. Moreover, it underscores the contemporary significance of
conducting semantic analyses on extremist texts written in the Kazakh language.

Key words: internet extremism, machine learning, deep learning, social networks, neural
networks.
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Seprrey GipHere MaHbI3IbI (DAKTOPJIAP/IBI €CKEPEIi, COHBIH iImiHAe QYHKIUAIaAPIbl OHIEY CAThI-
CBIHJa APTHIK, IPIKTEY >KOHE YKETKIJIIKCI3 TaHJay, SKCTPEMUCTIK YKoHe Oeiitapan cyObekTiiep apa-
CBIHJIAFBI HO3IK capaJay yKoHe TeHIepIMCi3 XKIKTey Mocesesepin menty. Byt mabiMaayrap MOTIHL
KIKTey VINH Kyp/esi TepeH, OKbITY MOJEJiH 93ipJieyMeH agKTaaabl. 3epTTey MOTIHJIK MaTepu-
aJIJIap/larbl SKCTPEMUCTIK Ma3MYHJIbI aHBIKTAY YIIIH 9PTYPJI MAITUHAJBIK, OKBITY Y/TLIEpiH Iaii-
JaJlaHyIbl KaMTHAbI. Byman 6acka, JepeKTep/IiH TeHrepiMci3mairi Mocesesiepin merry yImH apThIK
ipikTey KoHe YKETKLIIKCI3 TaHJay 9/IiCTepiH eCKepe OTBIPHIN, OChI TAIICBIpPMaFa €H THIMJIi TOCiJ-
Ji aHBIKTAy VIIIH MAIMAHAJBIK OKBITY 9JiCTeMeJEPiHiH KeMeH i CAJTbICTBIPMAJIBI TaJIaybl KYp-
risinemi.

3eprrey KYMBICTAPbI €Ki HEri3ri KOCAJIKbI MiHJeTKe OOJIIHIeH: MOTIHEr! IKCTPEMUCTIK Ma3MYH/IbI
aHBIKTAyFa MaMAHIAHILIPHIIFAH MAITMHAJIBIK OKBITY MOJEIH 93ipJey KoHe Ka3ak TiIiHiH Oipereit
CUTIATTAMAJIAPbl MEH KOJIKETIMJII JIEPEKTEP KUBIHTHIFLIH €CKEPE OTBIPBIN, TEPEH, OKBITY MOJIEJIH
KyDY.

3eprTey COHBIMEH KATap, [IHA SKCTPEMU3M/Il KIKTEy VIMiH MailJaJaHbIIATBIH MAITHHAJIBIK OKbI-
Ty aJrOPUTMJEPiHIH ayKbIMBIHAH AJbIHFAH HOTHXKEJIEDP/l CAJIBICTHIPMAJIbI DarajayMeH asKTaJia-
TBIH, 9PKANCHICHIHIA epeKkine Oeriiep/Iin, KOMOMHAIMSACHIH Talia1aHa OTBIPLIT, MYMKIHIIKTepIi
OHJIEY/IiH, KbIP-ChIPBIH 3€PTTe . 3epTTe/INeH 9icTePre IIENNM aFaliTapbl, Ke31eficOK OpMaHIap,
TipeK BEKTOPJIBIK MAIIUHAJIAP, K-€H 2KaKbIH KOPIILIED, JJOIMCTUKAJIBIK, PErpeccus XKoHe anraJ beiic
Kipesi.

By 3eprrey minm skcrpemMm3aMre KaTBICTBI MOTIHAEPAI OHIEY OOMBIHINA TOXKIpHUOETIK HYCKAYJIAp
YCBIHA OTBIPBII, MOTIH/II OHJIEY, XKACAH/IHl HHTEJIJIEKT YKOHE MAITNHAJIBIK OKBITY CaJiajlapblHa eJIeyIIi
yJtec Kocabl. OHBIH yCTiHE OYJI Ka3aK TUIHJIE Ka3blFaH SKCTPEMUCTIK MOTIHIEPre CEMAHTUKAJIBIK,
TaJIay KYPrisdy/IiH 3aMaHayd MaHbI3/IbLILIFBIH KOPCETE]I.

Tyiiin ce3aep: MHTEPHET YKCTPEMU3MI, MAITUHAJIBIK, OKBITY, TEPEH OKBITY, 9JIEYyMETTIK KeJijep,
HeUPOHJIBIK, *KeJILTep.

HI.2K. Mycupanuesa, M.A. Bonarbek, A.H. 2Kymaxanosa®, I'. Baiicnaii, 2K. Memerbex
Kazaxckuit HarmoHa/IbHBIN yHUBepcuTeT nMenn ajib-Papabu, Kazaxcran, r. Ajmarsr
*e-mail: aygerim129@gmail.com
Co3zmanne MoJell CeMaHTUYeCKOro aHAJIM3a TEeKCTOB 3KCTPEeMUCTCKON HaImpaBJeHHOCTH Ha
Ka3aXCKOM fI3bIKe

B nacrosiiee BpeMsi 60JIbII10e BHUMAHNE YJIEJISI€TCsI UCIIOIb30BAHIIO CEMAHTUYIECKOIO aHAJIA3A, JIJIsT
U3yYeHNs] TEKCTOB M TOYEK 3PEHUsi, BHIDAXKEHHBIX HA KA3aXCKOM SI3bIKE B COIMAJBHBIX CETX, C
OCHOBHOI1 I€JIbI0 BBISIBJIEHUsT KOHTEHTA IOI03PUTEHHOIO UJIU SKCTPEMUCTCKOIO XapakTepa. JTa
HCCJIEI0BATENbCKAS CTAThs ITOCBSAINEHA M3YYE€HUIO IPUMEHEHNsI METO/IOB MAIIMHHOTO O0yYeHus U
ry6oKoro obydeHust B 00/1aCTH OOHAPYKEHUST SKCTPEMUCTCKOTO KOHTEHTA B TEKCTOBBIX JAHHBIX.
B uccieioBanny yanThIBa€TCS HECKOJIBKO BaXKHBIX (DAKTOPOB, B TOM YHUCJIe M30BITOYHASI U HEJIO-
craTodHasl BRIOODKa Ha dTare oO0pabOTKU MPU3HAKOB, TOHKas AuddepeHnuaus MexIy SKCTpe-
MUCTCKUMU U HEHTPAIbHBIMA CyObeKTaMu, & TAKKE PelleHne IpodieM HechaIaHCHPOBAHHOMN Kitac-
cudukaryum. DT COOOPAYKEHUST 3aBEPIIAIOTCS PA3PAOOTKON CJIOKHON MOJIEJIH TIyOOKOTO 00y deHUsI
s Knaccudukanuu Tekcra. VccimenoBanne BKIIOYaeT B cebs MCIOJIB30BAHUE PA3JINYHBIX MOJIE-
Jielf MaIMHHOIO OOYYeHUsl JJIsl BBISIBJIEHHS SKCTPEMUCTCKOTO COJEPXKAHUS B TEKCTOBBIX MaTepU-
ajiax. Kpome TOro, mpoBOJUTCsI BCECTOPOHHUI CPABHUTEILHBIN aHAJIN3 METOIOJIOT M MAITHHHOTO
obOydenust Jyisi onpeiesieHusi Hanbosee 3(HEKTUBHOrO MOAX0/Ia K ITOH 3a/ade C yIeTOM METOI0B
[IEPENCKPETU3ANNN U HEIOCTATOYHON BHIOOPKU 1T PEIeHns ITpobjieM nucOaanca TaHHbIX.
UccireroBarenbckie yeuans pa3esieHbl HA JIBe OCHOBHbBIE [I0/I33/1a91: Pa3pabOTKa MOIEIN MAITIHH-
HOI'O O6yquI/IH, CIIeI_[I/IaJII/ISI/IpyIOIIlefICH Ha O6Hapy}KeHI/II/I IKCTPEMUCTCKOI'O KOHTE€HTa B TEKCTe, 1
ITOCTPOEHUE MOJIEJIU TJIyDOKOro 00y YeHHsl, YINTHIBAIOIIEHl YHUKAJIbHBIE XapAKTEPUCTUKU KA3aXCKO-
r'0 sI3bIKA U JOCTYITHBIA HAOOD JAHHBIX.

Kpowme toro, uccireroBanne yriaybsseTcss B TOHKOCTH 0OpabOTKU MPU3HAKOB, KyJIbMUHAIIEH KOTO-
PBIX SIBJISI€TCS CPABHUTEJIbHAS OIEHKA PE3yJIbTATOB, IIOJYy9YEHHBIX C IIOMOIIBIO PSIa aJrOPUTMOB
MAaIIMHHOIO 00y YeHHs, NCIOJIb3yEeMbIX JIJIs KJIACCUMUKAIINN PEJIUTUOIHOTO SIKCTPEMU3IMA, KaXK TbIi
U3 KOTOPBIX UCIOJIB3YET OT/Ie/IbHbIe KOMOMHAIINY [IPU3HAKOB. VcciiejoBaHHbBIE METOOJIOT N BKJTFO-
JarOT JIEPEBbsI PEIeHUl, CJIyJaiiHbIe Jileca, MAIINHBI OIMOPHBIX BEKTOPOB, K-OJjmKaimux cocemeit,
JIOTUCTUYIECKYIO PErPECCUIO0 U HAWBHBIN 0aileCOBCKUI ITOIXO/T.
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DTO HMCCIeOBAHNE BHOCUT 3HAYUTEIHHBIN BKJIAJ B 00JIACTH aHAJN3a TEKCTa, NCKYCCTBEHHOI'O WH-
TeJUIEKTa U MAIAHHOTO O0ydYeHusl, Ipejjiarasi TPAKTHIECKe PEKOMEH AN 10 00paboTKe U Ka-
TEropu3allui TEKCTOB, CBSI3aHHBIX C PEJIUTHO3HBIM IKCTPEMU3MOM. BoJitee TOro, 3T0 MOIIepPKIBAET
COBPEMEHHYIO 3HAYUMOCTD IIPOBEJIEHUS CEMAaHTUYECKOI'0 aHAIN3a IKCTPEMUCTCKIUX TEKCTOB, Halll-
CaHHBIX Ha Ka3aXCKOM SI3bIKE.

KittoueBbie cJIOBa: MHTEPHET YKCTPEMU3M, MAIIUHHOE 00ydeHue, rirybokoe o0ydeHue, COIualib-
HbIE CeTHU, HEIPOHHbBIE CETU.

1 Introduction

Semantic text analysis is one of the main problems of both the theory of creating artificial
intelligence systems associated with natural language processing and computer linguistics.
Syntactic and morphological analysis is usually used in the primary processing of texts using
an automatic machine method. Turning to semantic analysis, scientists not only consider the
text as a set of words and sentences, but also try to create a complete semantic image created
by the author.

Machine learning is considered a branch of artificial intelligence. Its main idea is that the
computer is not limited to using a pre-written algorithm, but learns to solve the problem
on its own. Any work can be classified into one of three levels depending on the relative
availability of machine learning technology. The first level is when it is available to various
technology giants at the level of Google or IBM. The second level is when a student who
has certain knowledge can apply it. The third level is when even grandparents can handle it.
Now that machine learning is at the intersection of the second and third levels, the pace of
changing the world with the help of this technology is increasing every day [1].

To create methods in machine learning, mathematical statistics, numerical methods,
mathematical analysis, optimization methods, probability theory, graphical theories, and
various methods of working with numerical data are used. As the processing power of
computers has increased, the laws and predictions they create have become many times
more complex, and the range of problems and problems that can be solved using machine
learning has expanded. With machine learning, we use different methods and select the most
suitable method for a given task.

The task is divided into 2 subtasks: 1) creating a machine learning model for detecting
extremism in text and 2) creating a deep learning model.

In general, many deep learning methods have sufficient performance and can solve many
problems that previously could not be solved effectively, for example, they are often used in
computer vision, machine translation, and speech recognition tasks. Using deep learning, we
develop a model taking into account the characteristics of the Kazakh language and data set

12].

2 Material and methods

Using machine learning to detect extremism in text

In this section, we compare the results of using different machine learning algorithms
to classify religious extremism using different combinations of features. Modern research
considers the following most common methods for constructing and training classifiers:
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decision tree, random forest, support vector machine, k-nearest neighbors, logistic regression,

naive Bayes (Figure 1).
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Figure 1: Comparison of results of classification algorithms
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Table 1 shows the comparison results between different methods using different features.
As shown in the table, the performance of all methods improves by combining more functions
together. This observation confirms the informativeness and effectiveness of the acquired
features. However, the contribution of each feature varies significantly, indicating variations
in the results of individual methods [3].
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Table 1: Comparison of different methods using different features

Methods Features ACC. Prec. Recall F1 AUC
SVM Statistical Features | 0.8204 0.2423 0.7593 0.3673 0.8622
+TF-IDF
Statistical Features | 0.8412 0.2512 0.6625 0.3643 0.8263
+TF-IDF+POS
Statistical Features | 0.1065 0.0641 0.8834 0.1196 0.5357

+TF-IDF+POS+LIWC
Statistical Features | 0.9444 0.9529 0.201 0.332 0.6472

+TF-IDF

Decision tree | Statistical Features | 0.9444 0.8969 0.2159 0.348 0.6395
+TF-IDF+POS
Statistical Features | 0.9444 0.8812 0.2208 0.3532 0.6274
+TF-IDF+POS+LIWC
Statistical Features 1234 1234 1234 1234 1234
Statistical Features | 0.9368 1.0 0.0794 0.1471 0.9179
+TF-IDF
Statistical Features | 0.9364 1.0 0.0744 0.1386 0.914

+TF-IDF+POS+LIWC
Statistical Features | 0.9335 0.8421 0.0397 0.0758 0.5847

+TF-IDF

KNN Statistical Features | 0.9354 0.8158 0.0769 0.1406 0.6105
+TF-IDF+POS
Statistical Features | 0.9351 0.7037 0.0943 0.1663 0.701

+TF-IDF+POS+LIWC
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Statistical Features | 0.9681 0.8942 0.6079 0.7238 0.9739
+TF-IDF
Simplified Statistical Features | 0.9625 0.806 0.598 0.6866 0.9687
Bayes +TF-IDF+POS
algorithm
Statistical Features | 0.9543 0.7304 0.531 0.6149 0.9599
+TF-IDF+POS+LIWC
Statistical Features | 0.9601 0.9568 0.4392 0.602 0.9759
+TF-IDF
Logistic Statistical Features | 0.9598 0.9418 0.4417 0.6014 0.9759
regression +TF-IDF+POS
Statistical Features | 0.9409 0.6647 0.2804 0.3944 0.9336
+TF-IDF+POS+LIWC

The AUC performance measurement in each classification is the area under the receiver
operating characteristic curve with all extracted features. In the last column of Table 4, AUC
tends to increase with more combined features. The logistic regression method obtains the
highest AUC of 0.9759, while most other methods have a very similar AUC value above 0.9.

To evaluate the classification of texts related to extremism with other specific online
communities, we expanded our corpus and tested our models in "news" and "jokes". As the
results show, most models show an accuracy of more than 75%, and the model trained with
KNN methods detects extremist texts with an accuracy of more than 95% in tests on both
datasets. This means our model can work in real environments with an accuracy of about
95% [4].

Using deep learning to detect extremism

Deep learning is ideal for natural language processing (NLP) tasks such as sentiment
analysis, text classification, machine translation. For text classification, we use the following
deep learning methods: convolutional neural network (CNN) and recurrent neural network
LSTM.

Our dataset includes labeled texts. Each text was assigned a label: 0 for neutral text or 1
for extremist text. Since in our case the data is text, we considered filtering and vectorization
to prepare the data. Text filtering is performed to reduce noise and outliers.

The following algorithm was used to filter the texts:

1) bringing all characters to the same case and removing unnecessary characters,

2) exclusion of common words (stop words),

3) perform stemming and lemmatization,

4) indicate the tokenization pattern (breaking the text into words - tokens) and the n-gram
model of words (the number of possible words in a token).

Neural networks can only learn to find patterns in numeric data, and so before we feed
text into the neural network as input, we converted each word into a numeric value. This
process is called word encoding or tokenization.

For tokenization, we used word embeddings. This method represents words as dense word
vectors (also called word embeddings). This means that the word "embedding" collects more
information into fewer dimensions. Their goal is to map semantic meaning into geometric
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space. This geometric space is called the embedding space. This will display semantically
similar words close to the embedding space, such as numbers or colors.

To tokenize the data, we used the Tokenizer utility class in Keras, which can vectorize a
text corpus into a list of integers.

from keras.preprocessing.text import Tokenizer
from keras.preprocessing.sequence import pad_sequences
from keras.preprocessing import text, sequence

tokenizer = Tokenizer{num_words=72082)
tokenizer.fit_on_texts{list(X_train))

X train = tokenizer.texts to sequences(X_train}
X_test = tokenizer.texts_to sequences(X_test)

X _train = sequence.pad sequences(X train, maxlen=288)
XK_test = sequence.pad_sequences(X_test, maxlen=268)

print{ "X_train shape:"; X train.shape)
print{'X_test shape: ', X_test.shape)

In Tokenizer we used two parameters: num_words which is responsible for setting the
size of the dictionary and pad _sequence() which simply pads the sequence of words with
zeros. The pad sequence() parameter is used to solve the problem of different word lengths
in a text sequence. We add the num words parameter, which is responsible for setting the
size of the dictionary. We set the value of num words to 20000. One of our problems is that
each text sequence in most cases has a different word length. And we’ll also add the maxlen
parameter to indicate how long the sequences should be. This cuts out sequences larger than
this number [5-6].

3 Literature review

The objective of this literature review is to bridge an existing knowledge gap by conducting
a comparative examination of machine learning algorithms utilized for the identification of
extremist content in the Kazakh language. By amalgamating and critically assessing prior
research, this review seeks to provide insights into the strengths, limitations, and potential
avenues for future exploration within this field. Ultimately, this endeavor contributes to the
advancement of robust tools aimed at countering the proliferation of extremism within the
Kazakh online sphere.

Article |7] underscores the importance of identifying and categorizing tweets associated
with extremism, as extremist groups employ social media platforms to disseminate their
ideologies and recruit adherents. The article introduces a system designed to analyze
content related to terrorism, with a specific focus on classifying tweets into extremist and
non-extremist categories. This approach harnesses deep learning-based sentiment analysis
techniques to construct a tweet classification system. Encouragingly, the experimental results
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suggest the potential effectiveness of this structural framework. The article addresses the
pressing need for effective methodologies to detect extremist content on prominent social
networks like Facebook and Twitter. It makes a substantial contribution to the domain
of extremism studies by presenting a framework that aids in monitoring and combating
the propagation of extremist ideologies online. Furthermore, this work offers prospective
researchers a blueprint for advancing the field of identifying and categorizing extremist
content on social media platforms.

In Article [8], the significance of researching online extremism to monitor the proliferation
of hate on social media platforms is articulated. The author highlights the limitations of
existing research, emphasizing its ideological bias and its propensity to utilize simplistic
binary or tertiary classifications. The research within this article endeavors to establish a
balanced dataset encompassing various ideologies, with a particular focus on extremist tweets.
The resulting dataset, referred to as Merged ISIS/Jihadist-White Supremacist (MIWS),
is evaluated employing pretrained BERT and its variants (RoBERTa and DistilBERT),
achieving a notable f1 score of 0.72. This study underscores the increasing emphasis on
natural language processing employing deep learning techniques within extremism detection
research.

Article [9] delves into the role of uncertainty in political, religious, and social matters
in inciting extremism among individuals, which manifests through their expressions on
social networks. Acknowledging the dominance of English in social media interactions,
this research underscores the importance of considering sentiments expressed in other local
languages to gain a more comprehensive understanding of the data. The study concentrates
on sentiment analysis of multilingual textual data sourced from social networks to gauge
the intensity of extremist sentiment. It introduces a multilingual dictionary complete with
intensity weightings, achieving a validation accuracy of 88%. For classification, Polynomial
Naive Bayes and Linear Support Vector Classifiers are deployed, with the Linear Support
Vector Classifier attaining an 82% accuracy rate on a multilingual dataset. This research
advances our comprehension of extremist sentiments expressed in multiple languages on social
networks, offers insights into the levels of extremism, and underscores the effectiveness of the
classification algorithms employed.

The subsequent article [10] accentuates the menace posed by online extremists on social
media platforms and acknowledges the limitations associated with suspending their accounts,
as they can readily create new ones. This study proffers operational solutions to confront this
challenge, with a particular focus on formulating behavioral patterns for Twitter accounts
linked to the "Islamic State of Iraq and Syria" (ISIS). These patterns are employed to track
existing extremist users by identifying pairs of accounts attributed to the same individual.

In summation, these articles collectively enrich the landscape of detecting extremist
content through the application of machine learning and deep learning techniques. They
encompass diverse facets such as sentiment analysis, language models, social network analysis,
and deep learning architectures. By engaging with these articles, readers can acquire a
comprehensive comprehension of the subject matter, along with insights into the diverse
methodologies and algorithms employed in this domain.
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4 Results and discussion

In neural network, we know several terms such as input layer, hidden layer and output layer.
Thus, the difference between deep learning and neural network architecture is the specified
number of hidden layers. A simple neural network has only 1 hidden layer, whereas Deep
Learning has more than 1 hidden layer (Figure 2).
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Figure 2: Deep Learning Model Architecture

We start with a layer of input neurons, where we enter our feature vectors, and then
the values are transferred to the hidden layer. Each time we connect, we pass the value
forward while the value is multiplied by the weight and the offset is added to the value. This
happens on every connection, and at the end we get the value of the output layer. The output
layer consists of one or more output nodes. In our case, one node, since we have a binary
classification task.

Neural network formula: To calculate the values for each output node, we must multiply
each input node p by the weight W and add a bias b. All this must then be summed up
and passed to function f. This function is considered an activation function, and there are
various functions. Typically, a rectified linear unit (ReLU) is used for hidden layers, a sigmoid
function for the output layer in a binary classification problem, or a softmax function for the
output layer in multiclass classification problems. We use the sigmoid function. The algorithm
starts by initializing the weights with random values and then trains them using a method
called backpropagation. This is done using optimization techniques (also called an optimizer),
such as gradient descent, to reduce the error between the calculated output and the desired
output (also called the target output). The error is determined by the loss function, the losses
of which we want to minimize using the optimizer. Here we use the "Adam" optimizer and
the "cross entropy" loss function [11].

Development of a convolutional neural network for text classification

Convolutional neural networks have revolutionized image classification and computer
vision by being able to extract features from images and use them in neural networks. The
properties that make them useful for image processing also make them useful for sequence
processing. In the case of text classification using CNN, the convolutional kernel slides over
word embeddings, only its task is to look at embeddings for several words at once. The
dimensions of the convolutional kernel must also change to suit this task.

To look at word embedding sequences, we want the window to look at multiple (usually 3
or 5) word embeddings in the sequences. The cores will be a wide rectangle with dimensions
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like 3x300 or 5x300 (with an embedding length of 300). In our case 4x200 because we set the
sequence length to 200 when tokenizing. Each kernel cell has a corresponding weight. As the
kernel slides over the word embedding, the kernel’s weights are multiplied by the value of the
word embedding, then all the multiplied values are summed to produce the output value.

The convolutional neural network will include many of these kernels, and as the network
is trained, these kernel weights are learned. Each core is designed to view a word and
surrounding words in a sequential window. Thus, the convolution operation can be considered
as window-based feature extraction. There is another nice property of this convolution
operation. Recall that similar words will have similar embeddings, and the convolution
operation is simply a linear operation on these vectors. So, when a convolutional kernel
is applied to different sets of similar words, it will produce the same output value [12].

To process the entire sequence of words, these kernels will sequentially traverse the list
of word embeddings. This is called 1D Convolution because the kernel only moves in one
dimension: time. One core will move one by one through the list of input embeddings, looking
at the first word embedding, then the next word embedding, the next, and so on. The resulting
output will be a feature vector.

The maximum values obtained by processing each of our convolutional feature vectors
will be concatenated and passed to the last layer. This is called MaxPooling. And this is
what our convolutional neural network looks like (Figure 3).
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Figure 3: Proposed Convolutional Neural Network

Now let’s see how we can use this network in Keras. First, we need to add an embedding
layer with the parameters input dim - the size of the dictionary, the number of unique
words we want to use; input length — sequence length; output dim — dimension of the
embedded variable. We then set an exclusion layer to exclude 50% of the nodes. Now we add
a convolutional layer that has 100 filters with a kernel size of 4, so that each convolution
takes into account a window of 4 word embeddings and a relu activation function. Before we
add the Max Pooling layer, we add a normalization layer. After the pooling layer, we add a
dense layer to get a pin size of 8 and use the relu activation function. Finally, we set up the
output layer. Since we are doing binary classification, we use the sigmoid activation function
and get 1 result in the output layer.

Here we used the "Adam" optimizer and the "cross entropy" loss function. And we got
the following result for 4 epochs (Figure 4) [13]:
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cnn_model = Sequentialf)

cnn_model .add (Embedding{input_dim=20088, input_length=288, output_dim=128))
cnn_model .add(SpatialDropoutlD{®.5))

cnn_model .add(ConvlD(filters=108, kernel_size=4, activation="relu'))
enn_model .add(BatchNormalization())

cnn_model ,add(GlobalMaxPoollD())

cnn_model ,add (Dropout(@.5))

cnn_model .add (Dense(&, activation='relu’))

cnn_model .add(Dense(1, activation='sigmoid’))

cnn_model.compile(loss="binary_crossentropy”’, optimizer=Adam{®.81),
metrics=["'accuracy’])
enn_hist = cnn_model.fit(X train, ¥_train, batch_size=25&,
epochs=4, wvalidation_split=0.2)
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Figure 4: Result for 4 epochs

Application of a recurrent neural network

A recurrent neural network is a deep learning algorithm designed to solve a variety of
complex computer problems, such as object classification and speech detection. RNNs are
designed to process a sequence of events that occur sequentially, making sense of each event
based on information from previous events. RNNs are rarely used in real-world scenarios due
to the vanishing gradient problem. This is one of the biggest challenges for RNN performance.
In practice, the RNN architecture limits its long-term memory capabilities, which are limited
to remembering only a few sequences at a time.

LSTM (Long short-term memory) is designed to solve the vanishing gradient problem and
allow them to retain information for longer periods of time compared to traditional RNNs.
Therefore, we use LSTM rather than a traditional recurrent neural network. The LSTM
architecture is shown below (Figure 5).

-

Figure 5: LSTM architecture
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We will classify text data using a deep learning network with long short-term memory
(LSTM). Text data is naturally sequential. A piece of text is a sequence of words between
which there may be dependencies. To learn and use long-term dependencies to classify
sequence data, we use an LSTM neural network. An LSTM network is a type of recurrent
neural network (RNN) that can learn long-term dependencies between time steps, as shown
above, of sequence data.

To input text into an LSTM network, you first need to convert the text data into numeric
sequences. We already converted the text into numeric values when we built the convolutional
neural network model. Next we will work with those numerical values.

We created exactly the same model for this neural network as for the convolutional neural
network. Only instead of a convolutional layer, a bidirectional LSTM layer was added.

Bidirectional LSTMs are an extension of traditional LSTMs that can improve model
performance in sequence classification tasks. In problems where all time slots of the input
sequence are available, bidirectional LSTMs train two LSTMs instead of one in the input
sequence. The first one refers to the input sequence as is, and the second one refers to an
inverted copy of the input sequence. With this form of generative deep learning, the output
layer can simultaneously receive information from the backward and forward states (Figure
6).
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Figure 6: LSTM architecture

A convolutional neural network (CNN) is limited by the local window size and can only
extract local text features. For long texts such as news, CNN cannot learn the long-term
dependency of long text. A deep learning recurrent neural network model based on long
short-term memory (LSTM) can learn the long-term dependency of text. The test data
classification results are shown in Figure 7 [14].
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Figure 7: Test data classification result



Sh.Zh. Mussiraliyeva et al. 121

5 Conclusion

As a result of this article, the following results were obtained: a) different machine learning
models were applied to the task of detecting extremism in text content; b) a comparative
analysis of machine learning methods was carried out to select the optimal method for a given
task; ¢) oversampling and undersampling methods were carried out to eliminate the problem
of data imbalance; d) a deep learning model (convolutional and recurrent neural networks)
was developed to detect extremism in Kazakh texts.

Funding Statement. This research was carried out within the framework of the project
"Multi-classification of ideological directions of cyber extremism in the Kazakh language
using artificial intelligence methods" , funded by the Science Committee of the Ministry of
Science and Higher Education of the Republic of Kazakhstan (grant No. AP19676342, project
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LOGICAL AUTOMATIC IMPLEMENTATION OF STEGANOGRAPHIC
CODING ALGORITHMS

The main goal of steganography is to ensure secure communication while keeping the
communicative act "invisible". The origin of this term dates back to Ancient Greece and translates
as "hidden writing". A simple yet effective method of steganography in antiquity, considering the
frequent use of wax tablets, involved cutting out the message on the wooden bottom of the tablet
and then writing a decoy message on the wax. Technological evolution has led to human ingenuity,
allowing the use of this powerful tool for both message transmission and watermarking products
during the transition from physical to digital media. There are various forms of steganography,
including injective, generative, substitutive, selective, and constructive. The steganography we
employ is injective, as it is more suitable for our task of hiding information in image pixels.
After various searches, we decided to use BMP (Bitmap Picture) 3 (Microsoft Windows NT) and
later versions as the image file format, as this version, especially in 24-bit and 32-bit encodings,
represents a single color component. Each byte allows for altering the least significant bits without
changing the external appearance of the image.

Key words: logical automatic implementation, steganographic coding, algorithms, RGB (Red,
Green, Blue), LSB (Least Significant Bit), PSNR (peak signal to-noise ratio).

. Caitmamos
Mup3zo Yiyroek arbiagarsl O30ekcran YJITTHIK yHEBEpcUTeTi, O30ekcTan, TamKkeHT K.
O306eKkcTaHHbIH, MHXKEHEPJIIK denepanusacol, O36ekcrad, TamKkeHT K.
e-mail: islambeksaymanov@gmail.com
CreranorpadusJblK, KOATAY aJropUTMIEPiH JOTHKAJBIK ABTOMATTBI YKY3€ere achbipy

CreranorpadusiHbIH, Herisri MakcaTbl KOMMYHUKATUBTI akTiHi "kepinbGeiiTin"cakrail OTBIPHII, Ka-
yirci3 6aiijaHbICTBI KAaMTaMachi3 ery. Bys repmunsis mbry Teri Fakenri ['perusnan 6acraiaib
skoHe "JKachIpbiH kasy"men aynapbuiaisl. Exkenri moyipae Gasaybi3 TabieTKajgapbliH KUl KOJI-
JAHYIbI €CKepe OTBIPBIM, CTEraHOrpapUAHBIH KapamaibiM, Oipak THIMII Oici MIAHIIETTIH ararr
Tybingeri xabapmaMaHbl Kecil aayabl, COJaH Kelfin H6aaybi3ra aaaay XxabapaaMachiH 2Ka3y/Ibl KaM-
TUABI. TeXHOJIOTUSIIIBIK, 9BOJIIOIUSI 8 JaMHBIH TAIIKbIPJIBIFBIHA OKEJII COKTHI, OYJI KYATThl KYPaJlIbl
bUBHKAIBIK MeIua aH U@PIIbIK TaChIMAJIAFBINIKA KOILy Ke3iHje xabapsap/sl xKibepy yIImiH e,
eHIMIIEpl cy TaHOajay YIIiH Je mafigananyra MyMKiHIIK Oepmai. CreranorpadusHblH, MHbHEKITHSI-
JIBIK, T€HEPATUBTI, AJIMACTBIPYIIIBI, CEJIEKTUBTI 2KOHE KOHCTPYKTUBTI CUSIKTHI 9PTYPJI popMaIaph
6ap. bi3 xKommanaTeiH creraHorpadus WHBHEKIHUSIBIK, OOJBIT TabbLIaIbl, OUTKEHI OJ1 KeCKiH MHK-
cesliepiHieri aKapaTThl Kacblpy MiHJeTiMisre kosaiieipak. Typii isneysepaen keitin 6i3 BMP
3 (Microsoft Windows NT) xkone oziaH KefiiHri HycKaJapblH KecKiH balsbHbIH minriMi peridje
maiijalaHy el IIEmTiK, oiTKeHl OyJ1 HyCcKa, ocipece 24-0uTTiK koHe 32-OMTTIK KoaTayiapma, 6ip
Tycri KypaMmmac 6esikTi Olmmipeni. Opbip OailT KeCKiHHIH, CHIPTKBI KODIHICIH ©3repTIecTeH €H a3
MaHbI3IbI ONTTEP I 63repTyre MyMKIHIIK Oepe/ti.

TyiiiH ce3mep: JOTMKAJBIK aBTOMATTBI iCKE aChIPY, CTEraHOrPadUSILIK, KOJATAY, aJrOPUTMIIED,
RGB (Kebi3zbu, 2Kacsut, Kex), LSB (Ex a3 maspaas 6ur), PSNR, (curHaJi/ipIH My bLFa KAThIHACHI
IIBIHBI).

© 2024 Al-Farabi Kazakh National University
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Jlornyeckast aBromaTHada peaJjin3annd aJropurTMoB CTeI‘aHOI‘pa(l)I/I‘-IeCKOI‘O KoaupoBaHMA

OcHoBHas 1e/b cTeraHorpaduu 0becrednTh OEe30MMACHYI0 CBSI3b, COXPAHSIS IIPU ITOM KOMMYHU-
KaTuBHBIA akT "HeBuauMbiM". IIpoucxoxKienne sroro TepMmuna BocxomuT K Jpesmeit 'penym u
nepeBoanTcs Kak "ckpoiToe nmucbMo". IIpocroii, Ho 3¢hdekTuBHbI MeTox creraHorpaduu B JIpeB-
HOCTH, YINUTHIBAs IaCTOE UCIOIB30BAHNE BOCKOBBIX TabJIMUIEK, 3aK/II0UAJICS B BBIPE3AHUN COOOIIIe-
HUsl Ha JIEPEBSTHHOM JIHE TabJIMYKM, & 3aTeM HAIMCAHUU JIOYKHOIO COOOINeHus Ha BOCKe. TexHO-
JIOTMYECKas IBOJIIOIINSI IPUBEJIA K UeI0OBEYEeCKO m300peTaTe IbHOCTH, ITO3BOJIUBINEN UCIIO/IH30BaTh
9TOT MOIIHBI WHCTPYMEHT KaK JIJIsl [IepeIadn COOOIIEHU , Tak U JIijisi HAHECEHUsT BOJAHBIX 3HAKOB
Ha TPOJYKTHI MIPHU Iepexofie oT dusndecknx Hocureseil K nudpoBbiM. CyIecTBYIOT pa3InIHbe
dopmbl creranorpaduy, BKIOYasi HHLEKTUBHYIO, TeHEPATUBHYIO, 3aMEIAIOIILY 0, CeJIEKTUBHYIO 1
KOHCTPYKTHUBHYIO. Vcroyib3yemasi HaMu creraHorpadusi sBJIsSIeTC WHbEKTHUBHOM, IOCKOJBKY OHA
GOJIbIITE TIOAXOIUT JIJIsi HAIlel 3aJ[a9d 110 COKPBITUIO WHMOPMAIUU B IIUKCEIsIX n300pazkenus. 11o-
cJie PA3JIUYHBIX MMOMCKOB MbI PEIIMIM UCIOJIH30BaTh B KadecTBe (opMmara daiijga m300parkenus
BMP 3 (Microsoft Windows NT) u GoJiee 110371Hue Bepcum, Tak KaK Ta Bepchsi, 0OCOOEHHO B 24-
OuTHOI 1 32-6UTHOI KOIUPOBKE, IIPEJICTABIISAET COOOM eIMHYIO I[BETOBYIO COCTABJISAIONLY 0. KaxK Tprit
OaliT TIO3BOJIIET U3MEHSITH MJIAJIIINE OUTHI 6€3 M3MEHEHUsT BHEITHErO BU/1a N300PAKEHMSI.
KuirrogyeBbie csioBa: Jiormdeckasi aBTOMaTAYECKAs PeAJIN3allis, CTeraHorpaunIeckoe KOJIMpoBar-
uue, aaropurmbl, RGB (kpacubiii, 3esienpiii, cunuii), LSB (muagmmit 3uavamuii 6ur), PSNR (uu-
KOBOE OTHOIIIEHHE CUTHAJ/IIIYyM).

1 Introduction

The ability to utilize Arduino and any components that can be implemented sparked our
interest in creating a useful and intriguing project for our participants [1]. Initially, the idea
was to create a universal remote control panel that could be used in electronic equipment by
using an infrared remote control to manage ecological process automation. After discussing
other ideas, it was concluded that injective steganography could be an excellent tool to achieve
the goal [2-8].
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Figure 1: Generalized model of a steganographic system
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The main goal of steganography is to ensure secure communication while keeping the
communicative act "invisible". The origin of this term dates back to Ancient Greece and
translates as "hidden writing". A simple yet effective method of steganography in antiquity,
considering the frequent use of wax tablets, involved cutting out the message on the wooden
bottom of the tablet and then writing a decoy message on the wax [9-14]. Technological
evolution has led to human ingenuity, allowing the use of this powerful tool for both message
transmission and watermarking products during the transition from physical to digital
media [15-17|. There are various forms of steganography, including injective, generative,
substitutive, selective, and constructive. The steganography we employ is injective, as it
is more suitable for our task of hiding information in image pixels [18-24|. After various
searches, we decided to use BMP 3 (Microsoft Windows NT') and later versions as the image
file format, as this version, especially in 24-bit and 32-bit encodings, represents a single
color component. Each byte allows for altering the least significant bits without changing the
external appearance of the image. Therefore, supported raster images are 24-bit and 32-bit,
because altering 8, 4, or 1 bit would be noticeable.

BMP format is one of the simplest formats jointly developed by Microsoft and IBM. A
raster image file records the image as a table of points (pixels). It manages colors both in
RGB (Red Green Blue) and through an indexed palette.

Our developed steganographer, as mentioned earlier, is compatible with both 32-bit and
24-bit raster image formats because we decided to use 4 image bytes to hide 1 byte of text.
Of these 4 bytes, the first three are modified, and the last one should remain unchanged.

In the case of the 32-bit format (where R represents the red byte, G represents the green
byte, B represents the blue byte), the least significant bit of the bytes will be modified in
RGB.

The research provided systematic activities for image steganography, including
hiding/embedding secret messages, revealing messages, as well as a systematic step-by-step
approach to ensuring the execution of these steps. The research begins with explaining the
new system, thereby giving a hint about its contents [25-29].

The proposed system employs a robust approach, involving embedding a secret message
into one of the three RGB image color channels, bitwise processing, bit shuffling, a secret key,
and cryptography to develop a new algorithm for steganography system. The new algorithm
will provide the following important aspects of data security enhancement. Before matching
the secret message to the image carrier by means of transposition, the intruder is misled.

The encryption of the secret key and data is encrypted using a reliable repetitive algorithm
to ensure secure protection that cannot be easily cracked or broken.

The secret data will be hidden by matching them with the blue color frequency in the
carrier image using a modification method for gray color.

Enhance file security on the Internet through efficient encryption and embedding of a
secret message that can only be revealed by authorized third parties.

To ensure effective hiding of the secret message on the selected cover image, a different
encryption method will be used. These modules include file matching and encryption methods
to hide the secret message and ensure its security. A general diagram explaining the new
methodology is presented in Figure 2 below.



I. Saymanov 125

Cover Message

= Double
Start J—* CoverImage [—] encryption
|
Encrypted File
Image RGB

Color Gray Level
Modification Maodification

' Stop H— Stego_Image

Figure 2: Steps of Text Concealment and Display on Image

2 Encryption Algorithm

This is a step-by-step approach used for concealing a message within an innocent image.
This algorithm represents a procedural methodology developed to protect against malicious
attacks on files over the Internet. The encryption algorithm is employed for concealment in
this algorithm, precisely providing the first step in ensuring file security on the Internet,
as well as serving as the first stage of image steganography adopted for this research. The
algorithm begins by taking input about image concealment and outputs an encrypted stego-
image with secret data and key bits. The encryption algorithm schema is presented below.

Inputs: original color image and document.

Output: Stego Image consisting of a secret message.

Step 1: Select what needs to be concealed and the required encryption key.

Step 2: Convert the selected key into a one-dimensional array (1D array).

Step 3: Use logic 1 to apply the bitxor process to one bit of the secret key array with
logical 1.

Step 4: Rearrange the encrypted bits from bitxor by swapping even and odd bits from
step 2.

Logic: If the secret key bit = 1, perform the bitxor process with logical 1. Otherwise, do
not implement the bitxor process.

Step 5: Repeat step 4 until all secret data bits are encrypted.

3 Cartographic module

The mapping procedure has been adopted for efficiently placing a secret message into a pixel
of the carrier/cover image for final encryption. The cover image channels are transformed,
followed by a 1-to-1 mapping to place the secret data into the cover image, preserving the
bits and pixels of the original cover image to obtain the output steganographic image.
Input: cover image, secret message
Output: Stego Image Step 1: Choose the carrier image.
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Step 2: Transform the cover image from step 1.

Step 3: Select the secret file.

Step 4: Perform a 1-to-1 mapping to conceal the message from step 3 into the image from
step 2.

Step 5: Stego image.

Concealment Algorithm.

Input: color image as cover, secret data, and key.

Output: Stego image

Step 1: Choose the cover color image and divide it into red, green, and blue channels.

Step 2: Apply image transposition to all three channels of the input image.

Step 3: Encrypt the secret key and secret data according to encryption module 3.1.

Step 4: Transform pixel values for the blue channel by adding 1 if the first bit of the cover
image equals one (1). If the pixel value is even, add one to the pixel.

Step 5: Map secret data from step 4 based on secret key bits (SKB) as follows: If secret
key bits are even, the system adds one (1) to the pixel value. If pixel value equals the secret
key bit value of 0 or is odd, subtract 1 from the pixel value. If pixel value of the secret bit
equals 1 or is even, the system adds 1 to the pixel value.

Step 6: Repeat step 5 until all secret bits are mapped to gray levels of the carrier image.

Step 7: Transpose all three planes and combine them to make the steganographic image.

Convert the decoding algorithm of the LSB method to algebraic form as follows:

Yo=Y =1 Yo = X1 X3; Y1 = X1 X3 Xy X X7 X

Y, = &X% Y7 = Xi XXy Xs; Yio = XoX3X5 X6 X7 Xs;

Y = &; Ys = Xu X5Xy; Yiz = X1 X3Xy X6 Xo;

Y= Xy Yy = Xi X5 Xy X6 X7; Yig = X1 Xg Xy XeXo;
Ys = X1 X5; Yip = X1 X3 X4 X6 X7 Xs; Vi = Xi X3 Xy X5 X6V; X1 X3X4 X5

Unfortunately, it seems like the matrix scheme you mentioned is not provided in the text
you provided. If you have the matrix scheme or any specific details you’d like to discuss or
analyze regarding the LSB (Least Significant Bit) encoding and decoding algorithm, please
feel free to provide them, and I'd be happy to assist you further.

Yo =Yi; Yy = Yo;

Vi = X1XoYo V X Yi; Yo = X5Yi0 V X5 X6 X7Y11 V X5 X6 X712 V X5 X5;
Yy = X1X5Ys V XY Y10 = Yo;

Y3 =Yy o Y = Yis;

Yy = X5Y5 V X5Ye; Yo=Y, _

Y5 = Yy; o Yis = Xe X7 XsY11 V X X7 XsY1o V XsY14 V X6 XsY15;
Yo = XuY7 V X4Ys; Yis = X¢Yis;

Y7 = XuY7 V Xy Y; Yis = Yi;

4 Extracting Algorithm.

The extraction algorithm delineates the sequential steps outlined in a flowchart aimed
at extracting text from an image. The user is required to input both the key file and
the steganographic image generated earlier. It is imperative that the same key file is
employed during both the hiding and extraction phases. Subsequently, upon user input, the
provided data undergoes scrutiny and validation for any potential exceptions. In the event of
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exception detection, the process iterates from the beginning. Conversely, if no exceptions
are encountered, the algorithm proceeds with the extraction process by implementing
modifications to retrieve the secret message from the image file. This extracted secret message
is then displayed on the screen or saved in a file.

bmp.GetPixel{(j, 1);
;i N < ;3 m++)

{colorUnitIndex X bl
charvalue charvalue * + pixel.R %
charvalue = charValue * + pixel.G %

charvalue charvalue * + pixel.B X
3
3
colorUnitIndex+s;
T (colorUnitIndex % — h ]
£
L
charValue = TrewverseBits({(charValue);

(charvalue =— )

secretDatas;
3

secretData . Appendd( JcharValue) ;

charValue =

Figure 3: Extract the least significant bit of the blue channel.

5 Assessment of picture quality

This aspect involves examining the original image and the developed stego image to
determine whether any detectable changes or physical modifications to the original image
will occur, thus verifying the effectiveness of the algorithms and steps taken in developing
steganography. The quality of each (i.e., the original image and the resulting steganographic
file) is carefully analyzed using common measures used for comparing the degree of quality.

The new steganographic algorithm has a high embedding capacity and low visual
distortion. Encryption methods are resistant to malicious attacks, including adding noise,
smoothing, quantization, and ordinary grid editing. Besides reliability, the new algorithm
provides acceptable embedding capacity without noticeable visual distortion after embedding.

The efficacy of the novel encryption and steganography techniques is assessed in relation
to their embedding capacity, embedding distortion, and reliability. The discrepancy in
embedding distortion between the initial grid and its corresponding counterpart is scrutinized
through metrics such as the root mean square error (RMSE), peak signal-to-noise ratio
(PSNR), signal-to-noise ratio (SNR), and extracted reliability.

Mean Squared Error (MSE) is employed as a measure of similarity between images,
elucidating the degree of distortion between the original and Stego image. It serves as a signal
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image quality metric, extensively utilized for assessing image quality due to its simplicity in
determination, effectiveness in gauging image optimization, and ease of parameter calculation.

M N
MSE = 5 ) > (Sey — Cy)?

rz=1 y=1

The computation of the Mean Squared Error (MSE) between two images adheres to the
aforementioned equation, wherein M and N represent the number of rows and columns of the
cover image, respectively. Y and X denote the signals of the Stego image and the original
image, respectively.

It is imperative to note that the Mean Squared Error is significantly influenced by the
intensity scaling of the image. For instance, an MSE value of 100.0 achieved in an 8-bit image
context (with pixel values ranging from 0 to 255) is deemed satisfactory. Conversely, an MSE
value of 100.0 attained in a 10-bit image context (with pixel values ranging from 0 to 1023)
is scarcely discernible and lacks substantial significance.

The Peak Signal-to-Noise Ratio (PSNR) provides an explanation of image quality by
offering the ratio of the image signal to the power of image distortion in a logarithmic scale.
It is also considered as a relative explanation of human perception of image quality. The
higher the PSNR, the higher the image quality.

The PSNR is calculated by scaling the Mean Squared Error according to the image range.

PSNR = 10log | 25|

Peak Signal-to-Noise Ratio (PSNR) values are conventionally expressed in decibels (dB).
PSNR serves as a robust measure for comparing the outcomes of recovering identical images
from various manipulations or compression processes. However, it’s important to note that
comparing PSNR values between different images holds lesser significance due to factors such
as image content, resolution, and compression artifacts, which can significantly influence the
perceived quality of the images. Therefore, while PSNR is valuable for assessing the fidelity
of image recovery within the same context, its utility diminishes when used for comparing
the quality of distinct images.

Signal-to-Noise Ratio (SNR) provides the ratio of signal power to noise power. It is an
index that indicates the level of changes and influence on images based on a specific effect
(such as steganography), providing a measure of the quantity /level of image transformation.

SNR is expressed in the formula below:

SNR = 10log,,*4nal

notse

Normalized Cross-Correlation (NCC) compares two images based on their common
relationships. It is used to measure how two images deviate from or relate to each other.
NCC is expressed in the formula below:

M=z

5
NCC = =

2 (S(x7y)c(x7y))

<
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Mz
M=z

(5(z,y))
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T 1
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Figure 4: Extract the least significant bit of the blue channel.

The user is required to upload an image file, then select the level of security. The
transmitted message is entered into the message field, after which the user enters their
password for encrypting and embedding the secret message into the image (see Figure 4).

Finally, the user clicks the "Write Message to Image"button. After the appropriate
measures have been taken, the user will need to upload a new image containing the secret
message, i.e., the "Crypto-Stego Image". The algorithm used for the LSB method greatly
complicates the detection of changes in images sent and received over the Internet by the
human eye.

6 Conclusion

A logical method of steganographic encoding has been developed for the secure storage
and transmission of images based on Boolean functions in the class of disjunctive normal
forms using microcontrollers and CAD systems for designing programmable logic controllers.
Methods and algorithms of steganographic encoding have been developed and implemented
for the secure storage and transmission of images in an ecological system based on IoT
technologies.
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