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Zh.N. Artykbayeva*—, A.E. Mirzakulova —, A.A. Assilkhan
Al-Farabi Kazakh National University, Kazakhstan, Almaty
*e-mail: artykbaeva.zhanar@gmail.com

ANALYTICAL SOLUTION OF INITIAL VALUE PROBLEM FOR
ORDINARY DIFFERENTIAL EQUATION WITH SINGULAR
PERTURBATION AND PIECEWISE CONSTANT ARGUMENT

The study of differential equations with piecewise constant arguments has been treated widely in
the literature. This type of equation, in which techniques of differential and difference equations
are combined, models, among others, some biological phenomena , the stabilization of hybrid
control systems with feedback discrete controller or damped oscillators.The first studies in this
field have been given in 1984, after this, some papers related with stability, oscillation properties
and existence of periodic outcomes have been treated by several authors.The manuscript is crafted
as follows: Section 2 outlines the primary methodologies adopted throughout the inquiry.Section
3 is dedicated to obtaining the exclusive outcome to the issue. We formulate a series of difference
y(0:)
y'(6:)
outcome. This generalized approach allows for a broader understanding of how to tackle such
differential equations across various scenarios. These equations now form a recognized branch of
the field of differential equations, and they are frequently used in biological and economic models.
Undoubtedly, their applications will continue to increase in the future.

Key words: harmonic oscillator, initial functions, initial value problem.

equations overseeing the vector ) , i = 1,p which portray the constituents of the

2K.H. Apreikbaesa®, A.E. Mupzakysiosa, A.A. Acuiixan
Os-Papabu arbiagarbl Kazak yarTeik yHuBepcureri, Kazakcran, Aiimarsl K.
*e-mail: artykbaeva.zhanar@gmail.com
CuHTYIspJIbl aybITKYbI YK0HE DOJIKTi-TypaKTbl apryMeHTTi 6ap Kapamaiibim
auddepeHTnaIabIK, TeHAeY YIIiH 0acTanKbl MOH ecebiHiH aHAIUTUKAJBIK, IHeImiMi

MaxkaJsiaia KaJnblIaHTaH TYP/eri OeKTI TypakThl apryMeHTTi Kirml mapameTpiii xait guddepen-
IUAJIIBIK TEHIEY VIMiH O6acTamKbl MoH ecebi KapacThIphLIran. BesiKTi TypakThl apryMeHTTI Kirri
mapameTpJai 6ipTekTi emec auddepeHInaIabK TeHaeyTe cofikec OipTekTi 66iKTI TypaKThl apry-
MEHTTi CHHTYJISIPJIBI aybITKbIFaH JuddepeHITnaIbIK, TEHIEYTiH iprei menrimaep kyiteci Kypbli-

o 0; )
bt [lemmiMuin KypaMbIHIAFbI < 5,(( 92)) , © = 1,p BEKTOPBIH aHBIKTANUTHIH albIPBIMIIBIK TEH-
1

Jeysep xkyieci anbiabl. OChl KYPBIIFAH albIPBIMIIBIK, TEHIEYIep XKyHeciHiy memiMi aHbIKTaJJIbL.
Penyxrmus Tociiin KOMMAHBIN, KOHBLIFAH O6/TIKTI TYpaKThl apTyMEHTTI Kilri mapaMeTpJii 6acTamKb
MOH ecebiHiH IMeNnTiMiniH aHATUTUKAIBIK, (hOpMYyJIachl aabiH bl [HleniMHiH aHATUTHKATIBIK HOpMY-
JIaChI TYPAaJIbl TEOPEMa, KOPBITBLIBII MIBIFAPbLIILI. KapacThlpblLIFaH XKaJllblJIaHFaH Typeri 0eJiKTi
TYPAKThI CHHTYJISIDJIBI aYBITKBIFAH OACTAIIKBI MOH eCceDiHiH, aepbec Karaaiiapia ChI3bIKThI TapMO-
HUKAJIBIK OCIUJIISITOD OOJIBITT TaObLIaIb.

Tyitin ce3mep: 0OJKTI-KOHCTAHTAIbI aPTYMEHT, TAPMOHUKAJBIK, OCIIHJIISATOP, OacTamKel HyHK-
nusap, 6acTankbl MOH ecedi.

© 2024 Al-Farabi Kazakh National University
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2K.H. Apreikbaesa®, A.E. Mupzakymnosa, A.A. Acuixan
Kaszaxckuii HanmoHaJIbHBIN yHUBEpcuTeT uMenn ajib-Papadbu, Kazaxcran, r. Ajmarbt
*e-mail: artykbaeva.zhanar@gmail.com
AnanuTuydeckoe pelleHue 3aJa9M HAYAJIbLHOTO 3HAYEHUs [Jisi OObIKHOBEHHOTO
nuddepeHnInanbHOTO YPABHEHUS ¢ CUHTYJISIPHBIM BO3MYIIEHUEM U KyCOYHO-IIOCTOSHHBIM
apryMeHToM

B crarbe ucciemyercs 3amada HaYAJBHOIO 3HAYECHUS JJIsi OOBIKHOBEHHOTO (D (DEPEHITHATBHOTO
YPaBHEHUS C BO3MYIIEHUEM MAJIOTO IapaMeTpa U KyCOYHO-TIOCTOSHHBIM apryMEHTOM B 00ODIIEH-
HOM BHZ€. B COOTBETCTBHUU € 3TUM ypaBHEHHEM MBI pa3pabaTbiBaeM CHCTEMY (PYHIAMEHTAJIbHBIX
pelrenuit Jijis OHOPOIHOTO CHHIYJISIPDHO BO3MYIIEHHOTO TuddOepeHInaIbHOT0 YpaBHEHUsI, KOTO-
poe 3aBUCUT OT KYCOYHO-IIOCTOSIHHOI'O apryMeHTa. BBIBBAGI\/I CUCTEMY Pa3HOCTHBIX ypaBHeHI/II‘/'I7

y(0:)

OIHACBHIBAIONIYIO BEKTOD < Y (6)) ), i = 1,p KOMIIOHEHTOB pEIeHNs. YCTAHOBJIEHO DeIleHne
i

[TOJIYYEHHOM CHCTEMBI PA3HOCTHBIX ypaBHeHU. VICIomb3yst peLyKITMOHHBIN TTOIX0/T, MBI TIOJIY TN
AHAJIMTHIECKYIO (OPMYJIYy JJIsi PelieHusl 3a/Jadd HAYAJIBHOIO 3HAYEHHS I OOBIKHOBEHHOTO
b depeHnuaIbHOrO ypaBHeHUs C KYCOYHO- IIOCTOSIHHBIM apryMeHTOM B OOOOIIEHHOM BHJIE,
BKJIIOYAOINILYI0 MaJjblii mapameTp. Dbljia BbIBeeHa U JIOKA3aHA TeOpEMa, yCTaHABJIMBAIOIIAS
AHAJIUTUIECKYI0 DOPMyIy isi perreHusi. KOHKPETHBI mpuMep 3aJa9M HAYAJIbLHOTO 3HAUYCHUS
B paMKaxX CHHIYJISIPHO BO3MYIIEHHOTO OOBIKHOBEHHOTO JudepeHIMaIbHOrO yPaBHEHUS, 3a-
BUCAIIEN0 OT KYCOYHO- ITOCTOSTHHOTO apryMeHTa B 0000meHnHoit (popMe ¢ MaJibiM ITapamMeTpoM,
COOTBETCTBYET 3aJ[ate JIMHEIHOrO rapMOHUYECKOTO OCIIHILISITOPA.

KitroueBbie cjioBa: rapMOHUYECKUN OCIUILIATOD, HadaabHbIE (PYHKITU, 3a/1a9a HAYAJIBHOIO 3HA~
YEeHUS.

1 Introduction

We consider the Cauchy problem for a linear differential equation with a singular perturbed
piecewise constant argument:

ey (t) + Aty (t) + B(t)y(t) + C()y (B(1)) = F (1) (1)

y(O,é) = do, y/(O, 6) = dl, (2)

where € > 0 is a small parameter, dy, d; are given constants.

Ift €[0;,0i11),1=1,p,0 <60 <0y <...<8,<T apiecewise constant function is
defined as [(t) = 6.

Let the following conditions hold true:

(C1) The roles A(t), B(t),C(t) and F(t) are continuously differentiable in the span 0 <
t<T.

(C2) A(t) >0,0<t<T.

Differential equations with piecewise constant argument (EPCA) were proposed for
investigations in [1,2] by founders of the theory, K. Cook, S. Busenberg, J. Wiener, and
S. Shah. They are named as differential EPCA. In the last three decades, many interesting
results have been obtained, and applications have been realized in this theory. Existence and
uniqueness of solutions, oscillations and stability, integral manifolds and periodic solutions,
and many other questions of the theory have been intensively discussed. The founders
proposed that the method of investigation of these equations is based on a reduction
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to discrete systems. That is, only values of solutions at moments, which are integers or
multiples of integers, were discussed. Moreover, systems must be linear with respect to the
values of solutions, if the argument is not deviated. It reduces the theoretical depth of the
investigations as well as the number of real-world problems, which can be modeled by using
these equations. Through the application of reduction techniques, we derive an analytical
formula for solving the IVP for this ODE with a piecewise constant argument and small
parameter.

2 Supplementary Resources

This section presents the fundamental system of solutions and discusses the initial functions,
along with demonstrating their crucial properties relevant to our research.

2.1 A fundamental system of solutions

According to equation , the homogeneous differential equation has the form

ey”(t) + A(t)y'(t) + B(t)y(t) = 0 (3)

Lemma 1 Under that stipulations (C1) and (C2) hold, the system of fundamental solutions
for the homogeneous equation can be explicitly expressed in the form denoted by

Y (t,e) =yl (1) + O(e), j = 0,1
| " | (4)
Y (t,e) = Les Jo AW (A1) - yao(t) + O(e)) , j = 0,1

in the interval 0; <t <0, i=0,p, where yp(t) = exp (— ; ﬁg; d:(:) and
yao(t) = %7 i=0,p, 6o=0, 01 =T.

Proof. First of all, we will consider the [0,6;) interval. The system of fundamental
solutions of the homogeneous equation ((3)) is searched as follows:

yl(t, 8) = ylo(t> + Eyn (t) + €2y12(t) 4+ ...
Ya(t,€) = e o AW (4o (1) 4 eyor (£) + e2yaa(t) + ...,

where y;(t), i = 1,2, k=0,1,2,... are unknown coefficients.
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To determine these coefficients, we take the first and second derivatives of the functions

(5)):
yi(ta 8) = ?/10(75) + 5931(75) + 52912(75) +..

yé (tv 5) =

m|)—l

2l A@H (— A(t)ya0(t) + & (yho (1)
—A(t)yx (1) + 0 (%)),
yi(t,e) = yio(t) + eyfy () + e2yia(t) + .
v (t,€) = Zrems Jo A (A2 (1)yao (1) + £ (AX(1)yr (1)

—“2A(t) (1) — A(E)yao(t)) + O (€2)).

Substituting formulas , @ into equation 7 equating the coefficients in front of
the small parameter € to the same degree, we get problems defining unknown coefficients

Y10(t), yao(t):
A(t)yho(t) + B(t)y1o(t) = 0, y10(0) = 1. (7)

t B(x)
The solution to the IVP is determined as yy0(t) = e o ﬁmd

{ ALYsho0) + 4 On) =0. -

Y20(0)
The solution to the IVP (8) is determined as ya0(t) = A(( ))
Continuing this process, we will prove in the interval 6; <t < ;1,4 = 1, p. Lemma |1} is
proved.

2.2 The initial functions
Definition 1
8I(l <t7 S, 5) + A(t)Kl/<t7 S, g) + B(t)Kl(ta S, 8) = 07 [ = 17 27 (9>

K9 (s,s,6) =615, 1=1,2,7=0,1 (10)

the functions K(t,s,e),;l = 1,2, defined for 0; < s < t < 6;11, 1 = 0,...,p, represent
solutions to the problem described by equations @D and , and are referred to as initial
functions. And

Wy (t,5,¢)
Wi(s,e) ’
Here, 0,1 ; represents the Kronecker delta symbol. Wi(t, s, €) is a second-order determinant in

which the l—th row of the Wronskian W (s, ) is replaced by the set of fundamental solutions
represented by .

K9t s,e) = 1=1,2¢g=0,1. (11)
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Lemma 2 Assuming stipulations (C1) and (C2) hold. Then the initial functions
Kl(q)(t,s,s), l=1,2, ¢q=0,1 have the following asymptotic behavior when ¢ — 0 on
0; <t <0i11,i=0,p

(@) _ 00 | 1-g (CA®) 20 (Dyl(s) 1 [t A(x)de
Ky(ts,e) = Y005 + el ma i sty e e

L0 (5 4oe2=ap—t [t A(z)dac) 7

(12)
KO (t,5,6) = e[ 00 CAOm(0) L [} A(w)da

A(s)y10(s) e?-A(s)y20(s)

1

0 (2 + et HA@E) ] g = 0,1,

Proof. First of all,we consider the interval [0, 6;). By leveraging the fundamental solutions
(4]), we derive the asymptotic behavior of W (s, ¢):

(5.) ‘ yiols) + O(e)e=E i 4@ (3o0(5) + O(e))
Wis,e) =
Yio(s) + O(e) ke Jo 4@ (— A(s)yan(s) + O(e))

= Lol A (— A(s)yio(s)yao(s) + O(e)) (13)
—e HI A (4 (5)gao(s) + O())

= Lemt T A@E (— A(s)yro(5)yao(s) + O(e)) £ 0.
We calculate the asymptotics of the determinant Wl(q) (t,s,¢),q=0,1

Y9 (1) + O(e) L e = Jo A (— A())yan(t) + O(e))
W9t s,e) = | o |
Yio(s) + O(Eﬁe_gfo A@de (— A(s)yao(s) + O(e))

(14)

= Lem A (— Ayl (yao(s) + OC))

— Lem Bl AW (—A()) 2y (8)ya0 () + O(€)) .

We calculate the asymptotics of the determinant Wg(q) (t,s,€),q=0,1
Y10(s) + 0(5)‘3_é Jo Alw)da (y20(s) + O(¢))
Wi (t,5,) =
Y2 (t) + O(e) Lem e fo AWz (— A(t))aya(t) + O(e))

(15)

= L=t b A@d (A1) oy10(s)yao(t) + O(e))

1

et 4@ (48 (1) (s) + O(e))
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Substituting the formulas — into we obtain .

Similarly, we also prove for the interval 6; <t < 6,,, i=1,p . By we show the
asymptotic behavior of W (s, ¢):

yi0(s) + O(e)e = 904 (4o (5) + O(e))
W(s,e) =

Yio(s) + O(e) Le # 0 AD (_ A(5)yno(s) + O(e))
= LA A8y (s)yan(s) + O(e)) (16)
—e F AW (4 () yno(s) + O(e))

- %e_éfesi AL A(8)y10(8)y20(s) + O(e)) # 0.

We calculate the asymptotics of the determinant Wl(Q) (t,s,¢),q=0,1:

WOt 5.0) YO (1) + O(e) Ze o A0 (A1) )ayog (1) + O(e))
(t,s,e) =

Yio(s) + O(e) e = oA A(s)ya0(s) + O(e))

(17)
= Lo HRAE (_A(s)y@ (t)n(s) + O(c))
e A (A1) )y t) + O))
We calculate the asymptotics of the determinant WQ(q) (t,s,€),q=0,1:
yio(s) + O(e)e™ = 1 % (yy(5) + O(e))
Wy(t,s,¢) =
Y16 (1) + O(2) e = I A (= A1) o (1) + O(2))
(18)

= Lot AW (A )ayy (s)yalt) + O(e))

e HIAE (401 yao(s) + O(9) )

Putting the formulas- into we obtain .Lemma is proven.
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3 Main results and methods

3.1 Derivation of analytical solutions

Problem ([I)—(2) has the following form for ¢ € [0, 6;):

ey’ (t) + At)y'(t) + B(t)y(t) = F(t) — C(t)do,
y(oa 5) = dy, (19)
y/(ov 8) =d;

The solution to problem ([19)) is provided by the following analytical expression:

y(t,e) = doKy(t,0,€) + di Ka(t,0,8) + L [ Ko(t,s,€) (F(s) — C(s)dy) ds,

(20)
y'(t,e) = do K (t,0,¢e) + d1 K5(t,0,¢) + %fg Ki(t,s,e) (F(s) — C(s)dp) ds,
where Kl(q) (t,s,e), 1=1,2, ¢g=0,1 are initial functions.
The Cauchy problem ([I)-(2) has the following form for ¢ € [0;,6,11), ¢ =1,p :
ey’ (t) + A()y'(t) + B(t)y(t) = F(t) — C(t)y(6:), (21)
y(t’ 5)|t:9i = y(ei)7
(22)

Yt €)limg, = ' (00).

Theorem 1 Assuming stipulations (C1) and (C2) are gratified, the Cauchy problem
defined by equations and (22) possesses a wunique solution over the interval
t€0;,0:41), i=1,p , which is able to be formulated in the shape:

g<t7 6) = Q(tv elag)g(el) + ﬁ(t 91'7 8)’ S [027 92'-4—1) ) 1= ma (23)
where

y(t,e)
@(t7 5) = )
y'(t,€)

Ql(t,ei,c‘:) Qz(t,ei,E)
Q(t,0i,¢) = : (24)
Qll(tu 91'75) Ql2<t7‘917€>

R U(t70i7€)
U(t79i7€> = )
U,(t, Qi, 6)

where the roles gq)(t,ﬁi,e), Qgﬁ (t,0;,¢), UD(t,0;¢), ¢=0,1 and §(6;) are defined by
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Q7 (¢ 0 6) = Ky(1,0,,¢) = L [y K5"(t,5,€)C(s)ds, q=0,1,
ng)(tu 9i7€> = Kéq)(ta 9i7€)7 q= 07 ]-7 (25>

U (t,6;,0) = L [, Ky(t,s,€)F(s)ds, q=0,1,

i—1 i—1

H@ j41:05,8) 9(0,2) + > T]Q (0j41.05,2) U (61,611, ¢) )
=1 j=I

+ U ((91, 91',1, 5) .

Proof. To determine outcome of the issue — for t € [0;,0;41), i = 1,p, we change
the variables as s =t —#6;,t =0; = s =0 and as an result we obtain the problem

{ el + AG) G+ Bls)y(s) = F(s) = Cls)y(0h), 27)
y(s:9lomo = 9000, |y =y (6.

As the problem type in closely resembles the IVP described in , the solution to
IVP for all s € [O, 61) is structured as follows:

y(s,e) = (s,0i,8) + ' (0:) Ka(s, 0;,€)

/Kzsp,) F(p) — C(p)y(6:)) dp.
) (28)
y(5,2) = y(O) K (5, 00,€) + 1/ (0) K (5,61, )

/ Ki(s,p,2) (F(p) — C(p)y(6:)) dp

By changing variable from s to ¢ in we derive outcome to the issue — for
t € [0;,0;11),7=1,p in the following form

y(t,e) = (Kl(t O;,¢) — —/ Ks(t,s,6)C(s )ds) y(6;)
+ Ks(t,0;,¢)y / Ky(t,s,e)F(s)ds,
y'(t,e) = (K'(t O;,€) — —/ K} (t,s,e)C(s )ds> y(6;)

(30)
+ Ki(t,0;,¢)y /K’tse (s)ds.
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In light of (24 . and using . we obtain (

y( i
To find the unknown vector ( y(6:) ) = 1,p we put t = ;. into ( and ,
then we obtain the following difference system of equations for ( 5,((%)) ) , 1= Tp:
0it1
Y(bit1,€) = (Kl(giﬂ,@z‘,i‘?) Tz K (041, Sag)C(S)ds) y(0:)
0;
1 Oit1
—I—K2(9i+1,9i,5)y/(0i) + g K2(0i+1,S,E)F(S)dS,
. (31)
1 1
Y (0i1,6) = (K{(eiﬂ,@i,&) Tz K041, Sag)C(S)dS) y(0:)
0;
1 0it1
+ Ky (001, 03, )y (6:) + - K5(0i41,8,€)F(s)ds.
0;

By using the formulas , we reduce the system into the following vector form:

Q(91+1, 8) =N (9i+17 (91', 8) Q(QZ) + p (91-“, 01‘, E) . (32)
In view of we obtain

?;(91'75) = N(Qluez 1,€ ) (91 1) +P<8’L702 1,€ ) (33)
Substituting (33 into (32)), we get

§(0iy1,6) = N (Oiy1,05,¢) - N (05,0;-1,) 9(0i-1) (34)
+ N (ei—i-la 0i7€) - (917 ei—h ) + p (01+17 9176)
Using we have
Z?(ei—bff) =N (Qi—la 0i—2, 5) ?)(91'—2) + 13 (01'—17 91’—275) . (35)

Putting into we obtain

§(0ir1,€) = N (0i11,0i,6) N (0:,0i-1,€) N (0;-1,0;2,¢) §(0;i2)
+ N (0341, 05, ) N (03,0,-1,2) P (0;-1,0,-9,¢) (36)
+ N (0141, 0, €) P (0:,0,-1,€) + P (041, 0;, ) -
Repeating this process till i + 1 we get

01, HN j41,05,) 9(0,¢)
(37)
+ZHN(9j+1,9j,e)P(Hl,el_l,e)—|—]3(9i+1,9i,5).

=1 j=l
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By we obtain . Theorem |1} is proven.

Theorem 2 Assuming conditions (C1) and (C2) hold true, the Cauchy problem defined
by equations (1)) and possesses a unique solution over the interval [0,T], which can be
expressed as follows:

Q(t,0,€)5(0) + U(t,0,¢), te[0,6),
Q(t, E) _ Q(t, 91, 8)@(91) + U(t,‘ﬁ'l', 8), t e [01, 92) y (38)
Q(t,0,,2)5(0,) + U(t,0,,¢), telf,T)].

A

Here, §(t,e), U(t,0;,¢), i =0,...,p are vector functions, and Q(t,0;,¢),;i =0
2 X 2 matriz with elements defined by equations and (25), 4(0) = ( 0 > and §(0;),
i = 1, p is vector functions with the elements which defined by .

4 Conclusion

In this study, we explored the IVP associated with a singularly perturbed ODE that depends
on a piecewise constant argument in a generalized form with a small parameter. Employing
a reduction approach, we derived an analytical solution formula for this IVP.
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ASYMPTOTIC EXPANSION OF THE SOLUTION FOR SINGULAR
PERTURBED LINEAR IMPULSIVE SYSTEMS

In this study, a singularly perturbed linear impulsive system with singularly perturbed
impulses is considered. Many books discuss different types of singular perturbation problems. In
the present work, an impulse system is considered in which a small parameter is introduced into the
impulse equation. This is the main novelty of our study, since other works [25] have only considered
a small parameter in the differential equation. A necessary condition is also established to prevent
the impulse function from bloating as the parameter approaches zero. As a result, the notion
of singularity for discontinuous dynamics is greatly extended. An asymptotic expansion of the
solution of a singularly perturbed initial problem with an arbitrary degree of accuracy for a small
parameter is constructed. A theorem for estimating the residual term of the asymptotic expansion
is formulated, which estimates the difference between the exact solution and its approximation.
The results extend those of [32], which formulates an analogue of Tikhonov’s limit transition
theorem. The theoretical results are confirmed by a modelling example.

Key words: singular perturbation, differential equations with singular impulses, small parameter.
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CuHTYJISIPJIbI aybITKBIFAH CHI3BIKTBI MMIOYJIBCTI 2Kyiie HIeIniMiHiH ACUMIOTOTUKAJIBIK, XKiKTe yi

Byn makasnama uMIryabeTi 6eJ1irizie CHHTYIISPIIbI ayBITKBIFAH ChI3BIKTHI UMITYJIBCTIK XKYile Ka-
pacTeipblIaibl. Kenreren :KyMbIcTap/1a CUHTYJISPJIbI Ay bITKBIFAH OPTYPJIl TUIITET] ecenTep KapaJsi-
Jbl. |25] kiranTa »KoHe Keilbip Gacka Makasagapaa Tek juddepeHIalIbK TeHeyinge Kimi na-
pameTpi 6ap UMITYJIBCTIK 2Kyiesiep KapacThIPbLIALI. By }KyMbICTa UMITYJIbCT] TeHJIeyiHe Kiri ma-
pamerp eHrizijii. Bys ocel 3eprreyain 6acTsl kaHaabrbl. CoHlail ak, Kili mapamMeTrp HOJIre YM-
TBIJIFAH Ke3JIe UMITYIbCTIK (DYHKIMSTHBIH MIEKCI3IIKKe KeTyiH 0o/ apIpMay YIIiH KaXKeTTi KOCHIMIIIA,
mapT KOHbL1abl. HoTukecine y3imiccis quHaMUKa TEOPUSICHI YVIIIH CHUHTYJISPJIBIK, TY2KBIPbIMIaMar-
ChI aliTap/IbIKTall KeHeWTiml. By 2KyMbICTa CHHTYJISIPJIBI ayBITKBIFAH OACTAIIKBI €CeIl IIeniMiHiH
Ke3 KeJITeH JIJIIIKTErl AaCHMIITOTUKAJIBIK XKIKTEIyl KYPBULAbI. ACUMITOTUKAJIBIK, KIKTEJIYIIH KAJl-
IIBIK, MYIIIECiH OaraJjiay TeOpeMachl TYKbIPBIMIAJIIBI 2KOHE 0JI HAKTHI M MEH OHBIH, YKy bIKTAJFAH
HIENNMiHIH afbIPBIMbIH Oarajiaiabl. AJibIHFaH HoTHXKejIep THXOHOBTBIH, MIEKTIK KOIIy TeOPeMachl
AHAJIOTBIH TY>KBIPBIMIAHTHIH [32] *KyMBICTHIH HoTHKeIepiH KeHelreni. TeopusiiblK HOTHKeH] pac-
TaATHIH HAKTHI MBICAJI I'PaUKAJIBIK, KOPHEKLIIKITEH KeJITipiji.

Tyiiin ce3mep: CUHIYJISPJIBI aybITKY, CHHIYJISIPJIbI UMITYJIBCTI JudpepeHInaiiblK TeHIeyIep,
Kimmi mapamerp.
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AcuMnTOoTHYECKOE Pa3/IoXKeHNe PellleHns 3aJa49y JIJisi CUHTYJISIPHO BO3MYIIEHHBIX JIMHEWHBIX
UMITYJIbCHBIX CHUCTEM
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B crarpe paccMaTpuBaeTcs CHHTYJISIDHO BO3MYINEHHAs JIMHEHHAs UMILYJIbCHAs CHUCTEMa, B
KOTOPOI UMILYJIbChI TAKZKE CHHTYJISIPHO BO3MYIIEHBI. BO MHOIMX KHUTAX 00CYKJAJIUCH PA3THIHBIE
TUNBI 337124 C CHHTYJSIDHBIME BO3MYyINeHusIMU. B [25| 1 B HEKOTOpBIX APYyTUX CTATHSIX ObLIN
U3YYEHbI UMILYJIbCHBIE CUCTEMbBI ¢ MAJIbIM MapaMeTPOM, IMPUCYTCTBYIONM TOJBKO B muddepen-
UAJIbHBIX ypaBHeHUsX. B Hacrosimed pabore ObLI BBEJIEH MaJiblil TApAMETD TAK¥Ke B yYPABHEHUE
UMITYJIbCA. DTO TPEJCTaBIgeT COOON TIJIABHYIO HOBHU3HY JAHHOIO WCCJIEI0BaHusA. bBoJjee TOro,
OBLIO YCTAHOBJIEHO HEOOXOJMMOE YCJOBHE, IPEIOTBPAIIAIOIIEee KOJUIAIC UMITYJILCHON (DyHKINN
[IPH yMEHBIEHUN TapaMerpa JO HyJs. DTOT pPe3yJbTaT 3HAYUTE]HHO PACIIUPSET MOHSITHE
CUHTYJISIPHOCTH B Pa3pbIBHOM mguHamuke. B HacTosIeit pabore MOCTPOEHO ACUMIITOTUIECKOE
pa3JIOXKeHUe peIeHNsI CUHTYJISIPHO BO3MYIIEHHON HAYAJbHON 3a/a4i C IIPOU3BOJIBHON CTEIEHBIO
TOYHOCTH IO Mayiomy mapamerpy. CdopmyaupoBana Teopema 00 OIEHKE OCTATOYHOTO UJIEHA
ACHMIITOTUYECKOTO PA3JIOXKEHUS, UTO MOKA3BIBAET OIEHKY PA3HOCTH MEXKJy TOYHBIM pEIlIeHueM
U ero NpuOIMKEHHBIM DeIeHneM. DTH DPe3yJIbTAThl DACIIUPAIOT DPE3YIbTaThl paboTel [32], B
KOTOPOIt chopMyIupOBaH aHAJIOT TeopeMbl THUXOHOBaA O IIpe/ieTbHOM Tepexojie. [IpuBenen nmpumep
¢ MOJIEJIUPOBAHUEM, TIOITBEPK QIO TEOPETUICCKUN PE3YIIbTAT.

KutrouyeBsbie cjioBa: CHHTYISIpPHOE BO3MYIIEHNE, JuddepeHraaibHble YPABHEHUS C CHHTYJISPHBIMA
UMITyJIbCaMU, MaJIbIil TapamMeTp.

1 Introduction

Singularly perturbed equations have found extensive application as mathematical
representations for various phenomena in physics, chemical kinetics [1], mathematical biology
[2], hydrodynamics [3|, among others. Moreover, these equations are commonly encountered
in the exploration of practical engineering and technological challenges [2-5]. A singular
wave arises in case when a sudden force is added, for example, an earthquake might lead to
a catastrophic tsunami wave [6], a sudden temperature shock might also lead to a thermal
tsunami for a porous material [7], and a singular nonlinear oscillator behaves extremely
miraculously [8]. Now, the singular wave travelling becomes a hot topic in mathematics [9],
especially the quasi-periodic bifurcations [10], singular dissipations [11]. Due to the parameter
dependence, the solutions to these problems exhibit non-uniform behavior over time as the
parameters approach zero. Many authors are now actively studying singularly perturbed
differential equations. There are effective asymptotic methods for singular perturbation
problems that allow the construction of uniform approximations with any desired accuracy.
The boundary function method is one of them [12]. This method can be used to solve a
singularly perturbed problem when the Tikhonov theorem holds in part of the domain.

In this study, we will use the boundary function method to perform an analysis of
an impulsive system. The suggested model with singular impulsive can be investigated
by developing homotopy perturbation method [13|. Impulsive differential equations play
a significant role in multiple scientific fields, including physics, biology, medicine [16],
engineering [14] and chemistry [15]. They provide a more accurate representation of certain
natural phenomena than ordinary differential equations. Impulsive equations are particularly
important for controlling chaos and bifurcation in engineering systems, modelling epidemic
scenarios with impulsive births [17], and managing complex dynamic systems [18]. Some of
these systems are impulsive in nature and can be affected by small parameters, especially
singular ones [19,20]. However, solving an impulsive differential equation with a singular
perturbation is a very complicated task, leading to a lack of research in this particular
field. Impulse effects occur in various evolutionary processes that are characterized by
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abrupt changes of states [21]. They are also present in many systems along with singular
perturbations |22}-24].

Many papers have discussed different types of singular perturbation problems [12}[25-27].
Consider the following singularly perturbed differential equation

Ez/ = f(Z? y? t)?
Y =g(z,y,t),

where ¢ represents a small positive real number. In the literature, the result that follows from
this equation is known as the Tikhonov’s theorem [26}28.29]. Bainov and Kovachev [25] were

the first to extend the impulsive analogue of Tikhonov’s theorem for the system in the form
of

EZ/ = f(Za yat)v Az|t:ti = L,(y(tz))7
v =g(z,u,t), Aylim, = Ji(y(ts)),

where 0 < t; <ty < ... < t, < T and i = 1,2,...,p. It is important to note that only
the differential equation in their problem has a perturbation singularity. Akhmet and Cag
[30-32] were the first to consider differential equations with singular impulses in addition to
differential equations. They presented the following problem

e2' = f(z,y,1), Y =g(z,9,1), (1a)
EAZ‘tZGi = I(fzvya 6)7 Ay’tznj = J<Z7y)7 (1b>

where z, f and I are m -dimensional vector valued functions, y, g and J are n - dimensional
vector valued functions. The impulse system consists of differential equations (1a) and impulse
equations (1b). In addition, for the impulse function, the following condition

I
lim (z,y.¢€)
(2:9,6)—=(¢,7,0) €

= Iy #0, (+)

was used, which prevents the blow-up of the impulse function when the parameter approaches
zero, where y = 7(0;) representing the values for each impulse moment at t = 60;,i = 1,2, ..., p.
The main novelty of |32] is to extend Tikhonov’s theorem in such a way that in the system
the impulse function has small parameter. The singularity of the impulse part of the
system is analysed using perturbation theory methods. In [32], the behaviour of solutions in
a singularly perturbed system is investigated, differentiating between single-layer and multi-
layer dependence on condition (x). The results show that the transition to the limit for
y(t,€) is uniform over the entire interval 0 < ¢ < T. However, the transition to the limit for
z(t,e) is not uniform over the entire interval 0 < ¢t < T, but only within the subintervals
0<t<#6;,i=12,..,pfor § >0, excluding the boundary layers.

The theorems presented in the paper [32] do not provide the precise order of accuracy
for the asymptotic approximation 7(¢) for the solution y(t, ) in the interval 0 < ¢ < T and
Z(t) for z(t,e) outside the boundary layer. Our goal is to construct complete asymptotic
expansions with higher degree of accuracy for solutions of systems with singularly perturbed
impulses [33], [34]. In this study, we focus on singularly perturbed differential equations with
singular impulses and construct a uniform asymptotic approximation of the solution that is
valid over the entire interval 0 < ¢ < T, using the method of boundary functions.
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2 Main Result

In this part of the paper, we consider the inhomogeneous linear differential system where
impulses are singularly perturbed. Let us consider the following system

5% = Ai(t)z + Bi(t)y + efi(t),
d (2)
o = A=)z Balt)y + falt),

and
eAz|i—g, = C1(6;)z + Ca(0;)y + €11 (6;),
Ayli=g, = C3(0;)y + I>(6;)
with initial condition
2(0,e) = 2%, y(0,¢) = ¢°, (4)

where € > 0 is a small positive real number, 2" and ° are assumed to be independent of ¢,
0<b<by<..<0,<T,0;,i=1,2, .. p,are distinct discontinuity moments in (0, 7).
The solution of the problem — as € — 0 tends to solve the degenerate system

0= A:(t)z + Bi(t)y, 0= C1(6:)z + C2(0:)7,

(3)

dy
& = Mz + BT + L), AFlmo, = Co(6)7 + B(60),
with initial condition
y(0) = ¢°.

We need the following conditions:

(C1) The functions A;(t), Bi(t), fi(t), Li(t
infinitely many times on the segment 0 <

(C2) Ai(t) <0,0<t<T.

C1(6;
(C3) 1+#7A0 1+ Cy(6;) # 0.
C1(6; Cs(0; I

(C4) lim 1(6:)z + Co(6;)y + 1 (0; ):107&0
(2,5,6)=(,7,0) €

where 7 = 7(0;)— are the values for each impulse moment at the points ¢t = 6;,i =
1,2,....p.

We will look for the formal asymptotic expansion of the solution of — in the form

| t— 6,
Z(t,g) = ?(t,g) +w(’)(n,5) T, = —— 9 <t< 0i+1,
g

= 1,2, and C;(t),i = 1,2, 3, are differentiable

(t),
t<T,

(5)

y(ta ):g(t )+51/( (7'1, ) 60—0 9p+1 T,Z':M,

= Zs’fzk(t% y(t,e) = Ze%(t)
TZ, st Z, TZ, Zs I/k Tl.
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The coefficients w,(:) (1;) and V,(f) (7;) in the expansions @ are called boundary functions. The

additional conditions are imposed on them:

wil(00) =0, ) (00) =0, (i=1,2,....p.) g

Substituting the series into the system , we obtain

e(@'(t,e) + é@(i)(% e)) = Ai()(Z(t,e) + W (m, ) + Bit) (G (t,e) + vV (mi, ) + e fu(t),
T(t,e) + 09 (r;,e) = Ay (t)(Z(t, €) + W (7, ) + Ba(t)(G(t, &) + evD (7€) + falt).
The following two equations , @ are obtained to determine the coefficients of the regular
and boundary layer parts of the series @ from the last equations.
eZ (t,e) = Ai(t)Z(t,€) + Bu(t)y(t,e) + e fi(t),

T(t,2) = As(t)3(t.2) + Balt)F(t.<) + folt) ®)

and
w(z)(n, 5) = Al(éTTZ' + Qz>w(l)(7}7 8) + 531(67}' + QZ)V(Z) (Ti7 6),
l)(i)(Tl‘, 6) = A2(€Ti + Qz)w(")(n, 5) + €BQ<6TZ‘ + Hz)V(Z) (7’1‘7 8).
Now, represent A;(e7; + 0;), Bi(eT; + 6;),i = 1,2, in the form of power series in ¢,
<€Ti)2
TR
(57’1)2
2!

In both parts of equations , @D, the coefficients are equated according to the powers of ¢,
we obtain a sequence of ordinary differential equations for coefficients of the expansions in

(©)-

e’ 10 = A (t)Z(t) + Bi(t)7o(t),

(1) = As(t)70(t) + Balt)Ta(t) + fo(t), 1o
el 1 Zh(t) = Ay(t)Z1(t) + Ba(t)y, (1) + f1(t), (11)
71(t) = As(t)Z1(t) + Ba(t)7,(t),
e 17 (1) = AL(t)Z(t) + Bi(t), (), k > 2, (12)
T, (t) = Az(t)Zk(t) + Ba(t)7,(t),
and
0. @y _ Vol (1
€ Wy (TZ) = AI(QZ) 0 ( Z)u (1?))

0 (1) = As(B)w (72),
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@y Vo @ (1) = -
e : Wi (TZ) A1<91) k) ( Z) Fk‘( Z)v (14)

7 (73) = As(0:)wy (73) = (),

where functions I'y(7;) and O (7;) are expressed recursively by wj(»i)(n) and VJ@ (1;) with j < k.
Consider the interval ¢ € [0, 6;]. For the determination of the expansion terms in (6] from
equations , , it is necessary to have the initial conditions.
In order to determine the expansion terms in @ from equations , , the initial
conditions must be set. In the initial conditions substitute the series .

Z0(0) + €21(0) + ... + w{(0) + ew!”(0) = 2°,

1o(0) + €T3(0) + .+ t70) + {7(0) = 1 )
In both parts of the equations, equate the coefficients according to powers of ¢,

e : Z(0) + wy(0) = 2°, (16)

70(0) = ¢°,

e 2,(0) + w(0) = 0, )

7,(0) + 117, (0) = 0.

For the leading term Zo(t),7,(f) of the regular part of the approximation obtain the
systems

0= A1(t)Z0(t) + Bi(t)Yo (1),
To(t) = Ax(t)Z0(t) + Ba(t)7p(t) + fa(t), 7(0) =4°,

which obviously coincide with the degenerate system. To find wéo) (7o), solve the equation

Gy (r0) = A1 (0)wy” (m0)
with initial condition
W (0) = 2° — %(0).
Using the second equation in and formula @, obtain

. A2<0
~ A(0)

~—

(2" = %0(0)). (18)

It remains now to solve equation
% (10) = A (0)uy” (70)

with initial condition ([18]).
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In this way, all the terms of the approximation of order zero can be defined. Suppose we
have already defined all terms up to order k — 1. To determine the coefficients of €* for the
approximation Zx(t) and 7, (t), apply the systems

Z (1) = A ()2 (t) + Bt (1),
Th(t) = Ax(0)2k(t) + Ba(®)T(1). 7:(0) = =12, (0).
To find w,go) (70) it is needed to solve the following system
@ () = A1(0)wy” () = Tu(),
wi (0) = =Zk(0).
Using the equation and the condition , obtain the following initial condition

00) = Zel’ 0+ [TEEGG) - s (19

Solving the second equation of

A (1) — Aa(0)ws” (70) = O (70)

with the initial condition , find I/k,o (70)-

Now consider the followmg interval t € (0;,0;11],1=1,2, ..., p. Z(0;,¢) and y(0;, €) are the
initial values for this interval. Substituting the given series into the impulsive equation
, obtain the equalities

(Z(0t,9) + w9(0,2) — 2(6,2) — I ) = 00, <) — I )
0 — 0,
+ Co(0) (T8, €) + evV (2 0)) + L1 (6y),
€
§(0it+,€) +ev(0,2) — 5(6;,€) - av“”(%, €) = Cs(0:)(3(6:,€) + av‘i”(%, )
+ 15(0;).
Taking into account @, equate the coefficients according to the powers of ¢
OiO:C 91_(91 Cei_eia
€ 1(03)Z0(6:) + C2(0:)(0:) (20)

AYoli=o, = C3(0:)7(0:) + 12(0;),

e w(0) = C1(0:)71(6:) + Ca(0:)7, (6;) + L(6;) — AZoli—o,,

Amha—@@w<>—%mx

e*: w(0) = C1(0:)Zk41(6:) + Co(0:)Tp11 (6:) — AZkis,
AGyli-s, = Ca(0)7,(6:) — 1, (0).

In order to determine the approximation of the zero order Zy(t) and g, (t), consider the systems
0= A1(t)Z0(t) + Bi(t)7o (1), 0 = C1(0:)Z0(6:) + C2(0:)70(6:),
Yo(t) = A2(t)Z0(t) + B2(t)Uo(t) + f2(t), Algleo, = C3(0:)0(6:) + 12(6:).
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To find w(()i) (1;), we need to solve the equation
o (1) = (0w (7)1 = 1,2,
with initial condition
wy (0) = C1(6:)71(6:) + Co6)7:(6:) + 11(6:) — Aol

where w(()i)(O) may be modified as below. From the first equation and , obtain

Zo(t) = — (1), Zo(0:) = — =100 (6),

Hence,

Bi(6:)  Ca(6:)
A(0;)  Cu(0:)

(21)

The first equation (L1]) can be written in the form

210 + 50 = 1 EHO — A0

As a result, using the last equation and equality , the initial condition w(()i)(O) is
transformed into the form

; Cy(0;) ,_ _
W(())(O) = 1) )(26(91‘) — f1(6:)) + 11(0;) — AZo|i=o,-

Ay (6:)
From the second equation (13)) and (7)), we find initial condition

Ax(0:) ()
= w
A(0;)7°

() (0),i=1,2,....p. (22)

It is left to solve equation
(1) = Ax(0)w (1), i = 1,2, ..., p.

with initial conditions .
In order to determine the coefficients of ¥ for the approximation z,(¢) and 7,(t), have
the systems

Z (1) = Ay (D)Z(t) + Bi()7,(8),
(1) = As()Z4(t) + Bo()T(1),  ATilima, = C3(0,)7,(6:) — 1, (0).

To find wl(j) (7;) it is needed to solve the system
@ () = A0y (r) = Tu(:),
i (0) = C(0:)Zk41(6:) + Ca(60:) 1 (6:) — AZkli—,,
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where w,(:)(O) can be changed as follows. The first equation can be written in the form

Zrp1(t) + ii—gtt;yk—i-l(t) = Zi—((tt))

Using the last equation and equality , the initial condition w,(:)(O) is transformed as
follows

W (0) = 274 (0,) — AZlis,.

By using the equation and the condition ([7]), we get the following initial condition

i As(0:) > Ay(0;)
0 = a0+ [ (GGG — e 23

Then the boundary functions V,(:)(Ti),i = 1,2,...,p can be determined by the second
equation of and the initial condition .
Functions I'y(7;) and ©y(7;) possess the exponential estimate. Therefore, it can be proved

that the following inequalities hold,

where K and v are positive numbers.
Thus, the coefficients of the expansions @ are obtained at least up to order £k = n. On
the basis of above discussion one can conclude that the following assertion is correct.

Theorem 1 Under conditions (C1) — (C4), the series () is the asymptotic expansion as
e — 0 for the solution z(t,€),y(t,e) of the problem (@- in the interval 0 < t < T, i.e. the
following estimate holds

where

Zn(t,e) = ZW(t,e), Yo(t,e) = Y (t,),0; < t <01,

: = = : t—0;
ZW(te) = e amt) + Y rwi (n), = ,
k=0 k=0

€

Y (t ) = Zekgk(t) + SZEleii)(Ti),i =1,2,...,p.
k=0 k=0
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3 Example

Consider the following system with impulsive singularity

d
gd—j = —(t+2)z— (t+ 1)y —ct, elzlg, = (0: +2)2 + (6; + 1)y + 4¢6;,
(24)
d
d—‘g = —(t+2)z — 12y, Ayli—p, = 12y — 22
with initial conditions
2(0,e) =3, y(0,e) =2. (25)

where 6; = %,i =1,2,3,4.
The solution of problem — as ¢ — 0 tends to solve the degenerate system

0=—(t+2)2—(t+1)7, 0= (0;+2)z+ (6; +1)7,

Ji
d—? = —(t+2)7 127,  AGlg = 127 - 27
with initial condition

9(0) = 2.

t+1)
t+2)

—~

7. One can verify that condition

From the first line, we find the root z = ¢ = —

(C4) is valid

—~

0+ 2)z + (6; + 1)y + 40,
T Gkl el U e PR

(2:9,8)=(9,5,0) €

The solution z(t,¢) of system with initial value has multi-layers near ¢t = 0 and
t=0,+,1=1,2,3,4. It is clear from Figure 1 that there are multi-layers.
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8 -
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Figure 1: Red, green and blue represent the solution z(t¢,¢),y(t,e) of with initial
conditions z(0,e) = 3 and y(0,¢e) = 2, for € : 0.1,0.05,0.005, respectively.

4 Conclusion

In this article, the singular linear impulsive system is considered. The boundary function
method is used to construct the required asymptotic solutions. The asymptotic expansion of
solutions with arbitrary degree of accuracy on a small parameter is constructed. To verify
the theoretical results, an illustrative example is provided through simulation.
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THE NONLOCAL SOLVABILITY CONDITIONS FOR A SYSTEM WITH CONSTANT
TERMS AND COEFFICIENTS OF THE VARIABLE ¢

We consider the Cauchy problem for a system of quasilinear differential equations with constant
terms and coefficients of the variable t. We investigate the solvability of the Cauchy problem for
a system of quasilinear differential equations with constant terms and coefficients of the variable
t using the additional argument method. A theorem on the existence and uniqueness of the local
solution of the Cauchy problem for a system of quasilinear differential equations with constant
terms and coefficients of the variable ¢ is formulated. We obtain sufficient conditions for the
existence and uniqueness of a nonlocal solution of the Cauchy problem in original coordinates for
a system of quasilinear differential equations with constant terms and coefficients of the variable
t. A theorem on the existence and uniqueness of the nonlocal solution of the Cauchy problem for
a system of quasilinear differential equations with constant terms and coeflicients of the variable ¢
is formulated. A theorem on the existence and uniqueness of the nonlocal solution of the Cauchy
problem for a system of quasilinear differential equations with constant terms and coefficients of
the variable ¢ is proved. The proof of the nonlocal solvability of the Cauchy problem for a system
of quasilinear differential equations with constant terms and coefficients of the variable ¢ relies on
global estimates.

Key words: Cauchy problem, quasilinear system, functions, global estimates.

M.B. /loumnosa
Hwxauit HoBropoa memsekertik yausepcureri. H. U. Jlobauesckuit, Peceit, Huxxuuit Hosropos, k.
e-mail: dontsowa.marina2011@yandex.ru
t alffHBIMAJIbI €pPKiH MyIliejiepi MeH KoadduiimeHTTepi 6ap >kytie yIIIiH JOKaJIdi eMec
MIEITiMILTIK IapTTaphbl

t afiHBIMAJIBI €pKiH MyIresepi MeH KodddunmenTrepi 6ap KBa3UCHIZBLIKTHI MM dEPEHITNATIBIK,
Tereyrep XKyiteci yrria Komm ecebin KapacTbipambi3. KocbiMImma apryMeHT 9/1ici apKbLIbI ¢ aiffHbI-
MaJIbl epKiH MyTresiepi MeHn KoadgduimenTrepi 6ap KBa3UCHI3BIKTHI Aud HepeHnnaaIbK TeHIeyaep
Kyiteci yiin Ko ecebin mrenmimrislikke 3eprTeiiMis. ¢ altHbIMAJIBI €PKIH MyIIIesepi MeH Ko3d-
durmenTrepi 6ap KBa3sHCHI3LIKTHI i depeHmaiiblK TeHaeyaep kyieci ymin Komu ecebinin,
JIOKAJIII TIerntiMi 6ap KoHE YKAJFBI3IBIFB TYPAJIBl T€OPeMa TYKbIPBIMIAFaH. ¢ aiffHbIMAJIbI €PKIiH
Mytesepi MeH koddduimenTrepi 6ap KBa3UCHIBBIKTHL AUMMEPEHITNATIBIK TEHIEYIep Kyiiec
yirin 6acTanmkel KoopanHaTagapaarsl Ko ecebiHiH JIOKaIbIbl eMec IenriMinia, 6ap 00Iybl MeH
JKAJIFBI3JBIFBIHBIH KETKIJIIKT] ImapTTaphlH ajambl3. Epkin Mylnesnepi KoHe ¢ aflHbIMAJIbI KO-
durmenTTepi 6ap KBa3sHCHI3LIKTHI (D depeHImaiiIblK TeHaeyaep Kyieci ymin Komu ecebinis,
JIOKAJIIII eMec MIerriMi 6ap »KoHe KAJFBI3JIbIFBI TYPAJIbl TEOPEMa TYKbIPBIMIAJFAH. { ATHBIMAJIBI
epkiH wmymrenepi MeH KodddummenTTepi 6ap KBA3UCHIZBIKTHI Iu(MMOEPEHITHAIBIK, TEHIEYIep
Kyiteci ymria Ko ecebimiy TOKaIbIbI eMec MentiMiHie 6ap O00Iybl KoHe »KAJFBI3ILIIBI TYPaJIbl
TeopeMa JIRJIeJIIeH . ¢ alfHbIMAJIBI ePKiH MyIenrepi MeH KoddduinmenTrepi 6ap KBa3UCHI3BIKTHI
nuddepeHuaIbIK TeHIeyaep kyieci ymin Komm ecebiniH, JIOKaIbJIbI €Mec MeNiMIIirHIH
JroJte ti TyIobaJI Il alpUOPJIbIK, Oarasiayiapra Heri3/IesreH.
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Ycii0BUus HEJIOKAJIBHOW pa3pelmMOoCTH JIJisi CUCTEeMbl CO CBOOOIHBIMU YJIEHAMH U
Ko3d durnmeHraMmu nepeMeHHOoro t

Ms1 paccmarpuBaeM 3a1ady Kormm jij1st cucTeMbl KBa3UJIMHENHBIX iudhepeHInalbHbIX Y PaBHEHUH
€O cBOOOIHBIMU YJIeHAMU U KO3 durmenTaMu epeMeHHoro t. Mbl ucciie/iyeM pa3penimMocThb 3a,/1a-
an Ko 15t cucrembr kBazuanHetHbIX qudhepeHnnaabHbIX YPABHEHUN CO CBODOIHBIMY TJIEHAMEI
u kodhduImenTaMu IepeMeHHoro ¢ ¢ MOMOIIBI0 MeToa JomoJHuTeIbHOr0 aprymenta. Chopmy-
JINPOBaHA TeopeMa O CYIIECTBOBAHUM U €MHCTBEHHOCTH JIOKAJIBHOTO pelneHust 3ajadau Komm miist
CUCTEMbI KBa3WJIMHERHBIX UM DEepPEeHITNAIBHBIX yPABHEHMI CO CBOOOIHBIMU YJIeHAME U KOIDDUIH-
eHTaMu niepeMeHHoro t. Mbl mojrydaeM J0CTaTOYHBIE YCJIOBUSI CYIIECTBOBAHUS U €IMHCTBEHHOCTH
HEJIOKAJIbHOTO pelleHus 3aaaun KoIm B MCXOIHBIX KOOPJAMHATAX IJIs CUCTEMbl KBA3UJIMHENHBIX
muddepeHnmaaIbHbIX YPAaBHEHNH €O CBOOOMHBIMU HIeHAMHU W KOI(MDPUIMEHTAMI TEPEMEHHOTO t.
CdopmysmpoBaHa TeopemMa O CyIeCTBOBAHUN U €JIMHCTBEHHOCTU HEJIOKAJIHHOIO PEIIeHUs 3a/adm
Ko jij1s1 cucreMbl KBa3uInHENHBIX b epeHIna bHbIX YPaBHEHNN CO CBOOOIHBIMU 1JIEHAMU U
ko3 urnmentamu nepemeHHoro t. /lokazaHa Teopema O CyIIeCTBOBAHUU UM €JIUHCTBEHHOCTU HEJIO-
KAJILHOTO perreHust 3aa9u KoImm /jist CHCTeMbl KBA3WJINHERHBIX TuddEepeHINaIbHBIX YPABHEHIH
€O CBOOOHBIMU WieHAME U KO3 duimeHTaMu mepeMeHtoro t. J{oka3aresbCTBO HEJIOKAJIBHON pa3-
permmmMocTu 3aja9u KoImm 1t cucTeMbl KBa3UIMHERHBIX JTnddhepeHIaIbHbIX YPABHEHUI CO CBO-
0OIHBIMU UJICHAMHU U KOI(PDUIMEHTAMHI TTIEPEMEHHOT0 ¢ OCHOBAHO Ha TJIOOATBLHBIX OIEHKAX.
Kurouessbie cioBa: 3aj1ada Ko, kKBasuinHeliHas cucreMa, (OYHKIUE, IJI00aIbHBIE OIEHKH.

1 Introduction

We consider the system:

{ Owu (t, ) + (a(t)u(t,z) + b(t)v(t,x) + a1(t))0pu (t,x) = fi(t, ), (1)
Ow(t,x) + (c(t)ult,z) + g(t)v(t, ) + az(t))0v(t, x) = folt, ),

where wu(t,z), v(t,z) are unknown functions, fi, fo, a(t), b(t), c(t), g(t), ai(t), as(t) are
given functions,

a(t) >0, b(t) >0, c¢(t) >0, g(t) >0, tel0,T],

subject to the initial conditions:

w(0,2) = pi(2), v(0,2) = p(2), (2)

where @1 (), p2(x) are given functions.
The problem , is considered on

Qr ={(t,z) |0 <t <T,z € (—00,+0), T > 0}.

The system appear in various problems in natural sciences, for instance, in describing
the spreading of finite intensity perturbation under non-stationary one-dimensional ow of
ideal gas |1,2].

In the present work, we determine sufficient conditions for the existence and uniqueness
of a nonlocal solution of the Cauchy problem (1), (2), where fi, fo, a(t), b(t), c(t), g(t),
ai(t), as(t) are given functions,

a(t) >0, b(t) >0, c(t) >0, g(t) >0, te0,T].
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We investigate the solvability of the Cauchy problem , using the additional
argument method. The method of an additional argument allows us to obtain sufficient
conditions for the existence and uniqueness of a nonlocal solution of the Cauchy problem ,
(2) in original coordinates.

2 Material and Methods

We use the additional argument method. For the problem , we write the extended
characteristic system [3{-9):

dm (s,t, )

S = als)wi (st 0) + b(s)ws(s, 1, w) + aa(s), (3)
W — c(s)wa(s,t,2) + g(s)wn(s, t,x) + as(s), (4)
W = fils,m), (5)
W = fals,m), (6)
ws(s,t,x) = wa(s,s,m1), wa(s,t,x) =wi(s,s,n2), (7)

wi(0,t, ) = p1(m(0,¢,2)), wa(0,t,x) = pa(ne(0,t,2)), ni(t,t,x) =2, i =1,2. (8)

Unknown functions n;, wj, i = 1,2, j = 1,4, depend not only on ¢ and x, but also on
additional argument s. Integrating equations —@ with respect to the argument s and
taking into considerations conditions , , we obtain an equivalent system of integral
equations:

m(s,t,x) =x — / (a(v)wy + b(v)ws + a1 (v))dy, (9)
ne(s,t,x) = — / (c(V)wy + g(V)ws + as(v))dv, (10)

wi(s,t,2) = 1 (m (0,1, 7)) + / i), (1)
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wa(s,t,) = pa(a(0, 1, 2)) + / oy o), (12)

w3(87 t LE‘) = w2(57 5, 771)7 w4(57 t LL’) = w1<87 5, 772) (13>
Substituting @D, into —, we get

wy (s, t,x) = p1(x — /0 (a(v)wy + b(v)ws + a1 (v))dv) +

+ /05 filv,x — / (a(T)wy + b(T)ws + a1(7))d7)dv, (14)

wa(s,t,x) = o — /0 (c(v)wy + g(v)wy + az(v))dv) +

+ /OS fo(v,x — / (e(T)wy + g(T)wa + as(7))dT)dv, (15)
ws(s,t,x) = wy(s,s, o — / (a(v)wy + b(v)ws + a1 (v))dv), (16)

wy(s,t,x) =wi(s,s, o — / (c(v)wy + g(v)wy + az(v))dv). (17)

Lemma 1 Let wi(s,t,z) and ws(s,t,x) satisfy the system of integral equations (14)-(17).
Assume that wy(s,t,x), we(s,t,x) together with their first order derivatives are continuously
differentiable and bounded. Then the pair of functions

u(t,x) = wi(t,t,x), v(t,z) = ws(t,t,x)

15 a solution to the problem , (@ on Qr,, where Ty is a constant.

The Lemma [l can be proven in the same way as in [9).
The proof of the nonlocal solvability of the Cauchy problem , relies on global
estimates.

3 Existence of a local solution
We denote T'r = {(s,t,2)|0< s <t < T, x € (—o0,+00), T > 0},

i=1,2, 1=0,2},

l
o

C, = max{sup
R
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[ = max{supa(t), supb(t), supc(t), supg(t)},
[0,T7] [0,T] (0,7 (0,7

C’f = HlaX{Sglllp ‘fl(tv SC)| 7S§121p ’fQ(tvx)‘ 78(121p |a:rf1<t7 l‘)l 7Sg121p ‘afo(tvx)’}v
1G]} = sup |G(s, £, 2)[, [Ifll = sup|f(t, )],

Corez-an()) is the space of functions continuous and bounded, together with its
derivatives up to order a,, w.r.t. mth argument, m = 1,7 on unbounded subset Q, C
R"'n=12..,

C([0,T7]) is the space of continuous functions on [0, 7.

Theorem 1 Suppose that

PY1, P2 S CY2(R)’ f17f2 € 0272(QT)7 a, b7 C g,a1,a2 S C([07T])7

c, 3
T < min(—=
min{ze Toc”

0, c(t) >0, g(t) >0 on [0,T],
>0, py(x) >0 on R,

O fi(t,x) >0, O fa(t,z) >0 on Qr.
Then for each

c, 3
T < min(—=
< min(ge o0,

the Cauchy problem , (@ has a unique solution
u(t,x),v(t, z) € CH*(Q)

),

which can be found from the system of integral equations f.

The Theorem [l{ can be proven in the same way as in [4-8].

4 Existence of a nonlocal solution

Theorem 2 Suppose that
01,00 € C*(R), f1, f2 € C**(Qr), a,b,c,g,a1,a, € C([0,T)),
a(t) >0, b(t) >0, c(t) >0, g(t) >0 on [0,7T],
¢1(z) =0, ¢y(x) =0 on R,
Oufit,x) 20, Opfot, ) > 0 on Q.
Then for any T > 0 the Cauchy problem , @ has a unique solution

u(t,z),v(t,z) € CH*(Qp)

which can be found from the system of integral equations f.
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Proof. Differentiating with respect to z and denoting

p(t,x) = Ou(t,x), r(t,xz)=0v(t,x),
we obtain the system of equations:

op + (a(t)u + b(t)v + aq(t))0up = —a(t)p* — b(t)pr + I, f1,
o + (c(t)u+ g(t)v + as(t))0er = —g(t)r* — c(t)pr + Oy fa,
p(O,ZE) = (p’l(:p), T(O,ZL‘) = 90/2(1‘)

We add two equations to the system of equations @f:

%) = —a(s)v3(s,t, ) — b(s)71 (s, t, 2)7a(s, 8,m) + Oufi(s,m
dw%s’t’m) = _9(8)722(& L, ZL’) - C(S)’}/I(S, S, 772)’72(87 L, Jf) + 6$f2<87 2

subject to the conditions:

(0, ¢, 2) =i (m),  12(0,t,2) = K5(n2).
We rewrite , as follows:

T (Sat7$) = <10/1(771)

+
J
Ya(s,t, ) = @h(n2) + ({

[ ( ) b( )7172(% v, 771) +axf1]dy

[ ( ) C(V)’)Q’Yl(ya v, 7]2) + awa]dI/

(18)
; (19)
(20)
(21)

As in [4-8], we can prove the existence of a continuously differentiable solution to the problem

(21)). Therefore,
ou
ntt,z) =p(t,2) = 2wt t o) = rt,x) =

As in [45], we can prove that for all ¢ and x on Qr

lull < Co +TCy, ol < Cp +TCy.

From ,, we obtain

.

T (s,t,2) = ¢y (m) exp(— [ (a(v)y1 + b(v)ye) dv)+

+ f 8, f1 exp(— f (a()n + b)) dv)dr,

S

Ya(s,t, ) = @h(n2) exp(— 0( c(W)mn + g(W)ye)dv) +

+ ({s Oy fo exp(— j (c(V)y1 + g(v)ye) dv)dr.

O%m

Since

a(t) >0, b(t) >0, c(t) >0, g(t) >0 on [0,T],

pi(z) 20, ¥h(x) >0 on R,

@
or’

(22)

(23)
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awfl(tax) 2 Oa 8xf2(t7$) Z 0 on QT7
it follows from that 74 > 0, 72 > 0 on I'7. Therefore,

vl < Cp +TCy, i =1,2.
Since v (t,t, ) = Oyu, Yo(t,t,x) = O,v, then for all t and z on Q7 we obtain the estimates
|Opul|| < Cp +TCY, |00 < C,+TC. (24)

As in [4-8|, for all ¢t and = we obtain the estimates

EyCy + Cy

2
\8x2u|§Elch<T 0102)+ Voo

sh <T 0102> + 0104T2, (25)

E\Cy + Cy
V1O,

where Fy, FE,, Cy, Cy, (3, Cy are constants.

Owing to the global estimates (22)), (24)—(26), we can extend the solution to any given
segment [0,7]. We take u(Ty, z), v(Tp, x) for the initial values, using Theorem [1} we extend
the solution to the segment [Ty, 71]. Then for the initial values we take u(T3,z), v(11,x),
using Theorem , we extend the solution to the segment [T}, T3]. As a result, we can extend
the solution to any given segment [0, 7] in finitely many steps.

The uniqueness of a solution to the Cauchy problem , is proved with the help of
estimates similar to those used in the proof of the convergence of successive approximations.

10%,0] < Esch <T 0102)+ sh(T 0102>+C'203T2, (26)

Example 1 We consider the system:

{ Opu (t, ) + (10t + Vu(t, z) + (9t5 + 2)v(t, ) + 150)0,u (t, ) = t + 19arctg2z,

Dult, x) + (26 + 5Yu(t, x) + (58 + T)o(t,x) — T1)D,v(t, z) = — LT (27)

where u(t, z), v(t,z) are unknown functions, subject to the initial conditions:

1
el9z + 3’

The problem (27), (28) is considered on Qp = {(t,z)]|0 <t < T, z € (—o0,4+00),T > 0}.
We have

u(0,z) = ¢1(x) = v(0,z) = po(z) = 12 4 arctgb. (28)

a(t) =10t + 1, b(t) = 9t° + 2, c(t) = 26> + 5, g(t) = 5t + 7,

t+17
t) = 150, a(t) = —=71t, fi(t,x) =t + 19arctg2 fa) = —— 2
ay(t) = 150t, as(t) 71t, fi(t,x) + 19arctg2z, fo(t, ) ETETE
1961990 6
/ o / _
QOl(x) - (619m +3)27 902(1‘) 1+36I27
38 5e (¢ 4 17)
0t 0) = g %P0 = s e
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Since
Y1, P2 € CQ(R)7 f17f2 € CQ,Q(QT% a, b7 ¢, g,a1,02 € C([OaT])a

a(t) =10t +1>0, b(t) =9t° +2 >0,
c(t) =2t +5>0, g(t) =5 +7>0 on [0,T],

19¢9

Al = g > 0 9l = T > 0 on B

5e (¢ 4 17)

W>OOHQT,

38
T 1.2 >0, Oyfo(t,x) =

then by Theorem@ the Cauchy problem , (@ has a unique solution
u(t,r),v(t,z) € C*(Qp).
We consider the system subject to the initial conditions:

1
u(0,z) = p1(x) = ~ 13 v(0,x) = po(x) = 24 + arctgz. (29)

The problem (27), (29) is considered on Qr = {(t,z)|0 <t < T,z € (—o0,+00),T > 0}.
Since
Y1, P2 € OQ(R)7 f17f2 € CQ,z(QT)ﬂ a, bv ¢, g,a1,a2 € C([OaT])a

a(t) =10t +1>0, b(t) =9t° +2 >0,

c(t) =22 +5>0, g(t) =5t>+7>0 on [0,T],

, 23237 ) 1
p1(z) = (@ 132 >0, ¢y(z) = T2 0 on R,
38 5 (t + 17)
Oy fr(t ) = —2 50, 0, folt,z) = 2T g on
hltw) =377 > 00 Guoll) RS T

then by Theorem@ the Cauchy problem , (@/ has a unique solution

u(t,x),v(t,x) € CH*(Qr).

5 Conclusion

We have obtained sufficient conditions for the existence and uniqueness of a nonlocal solution
of the Cauchy problem (1)), (), where fi, fo, a(t), b(t), c(t), g(t), ai(t), as(t) are given
functions, a(t) > 0, b(t) >0, c(t) >0, g(t) >0, te€]l0,T].
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A ROBUST NUMERICAL METHOD FOR SINGULARLY PERTURBED
SOBOLEV PERIODIC PROBLEMS ON B-MESH

This article examines periodic Sobolev reports with a singular deviation, which causes significant
difficulties in numerical approximation due to the presence of sharp or boundary layers. A stable
quantitative method for the effective solution of such problems in the Bakhvalov lattice, a special
grid for the deviant action of the solution, is proposed. Singularly perturbed periodic Sobolev
problems create significant difficulties in numerical approximation due to the presence of sharp
layers or boundary layers. Our proposed reliable numerical method for efficiently solving such
problems on the Bakhvalov grid, a specialized grid, is designed to account for the singular behavior
of the solution. First, an asymptotic analysis of the exact solution is performed. Then a finite
difference scheme is created by applying quadrature interpolation rules to an adaptive network.
The stability and convergence of the presented algorithm in a discrete maximum norm is analyzed.
The results show that the proposed approach provides an accurate approximation of the solution
for singular problems while maintaining computational efficiency.

Key words: Difference scheme, error estimate, periodic boundary value problem, singular
perturbation, Sobolev differential equation.
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B-topaarer cunrynsipasl aybiTkbiran CoboJsieB repuoaThl mpobJjeMasiapbl YIIiH TYPaKThI
caHIbIK 97ici

By makanama CobosIeBTIiH CHHTYISPJIBIK ayBITKYBI O0ap Mep3iMIl ecenTepi KapacThIpbLIA b, Oy
OTKIp HeMece IIeKapPaJIbIK, KabaTTapabiH 00JIybIHA OAMIAHBICTHI CAHIBIK, XKYBIKTAyAa afiTapJIbIKTail
KUBIHJBIKTAD TYJAbIPa/Ibl. BaxBajaoB TOpbIHIAa MYHIAN Macesesep i THIM/II IIEeNTyIiH TYPaKThl CaH-
JIBIK, OJIiC1, MIENIMHIH aybITKy OpeKeTi YIIiH apHailbl TOp ycbiHbLIFaH. CoOO0JIEBTIH epeKIle arry-
JlaHFaH Mep3iM/Ii MiHIeTTepl OTKIp KabaTTap/IbIH HeEMece IeKapaJiblK, KabaTTapIblH 60 TybiHa, Oaii-
JIAHBICTBHI CAHJIBIK, XKYBIKTAyIa afiTapJbIKTail KUBIHIBIKTAD TYFBI3a/bl. baxBaj TOpBIHIA, MaMaH-
JAHIBIPBIIFAH TOP/Ia OCBIHIAN MOceseepal TUIM/I IMIerry VImH 6i3 YChIHATBIH CEHIMII CAHJIBIK,
9JIiC MIENNMHIH CHHIYJISPJIBIK MiHE3-KYJIKBIH €CElKe aJIyFa apHaJfaH. AJIIbIMEH HAKThI IIEIIiMIe
ACUMIITOTUKAJIBIK, Tajgay Kacajajel. ColaH KeifiH aJalTUBTI »Kejlire KBapaTypaJiblK HHTEPIIO-
JISTAST epexKeJIepiH KOJAHY apKbLIbl aKbIPJIbl aflbIPMAIIBLIBIK CXeMAaChl 2KACaJIa Ibl. YChIHBLIFAH
AJTOPUTMHIH, TYPAKTBLIBIFBI MEH KOHBEPTEHITUSICHI JUCKPETTI MAKCUMAJIIBI HOPMaJa TaJJIaHa b
Horuxkenep ychiHBUIFAH TOCIT ecenTey THIMIUITIH caKTall OTBIPBIN, CHHTYJISPJIBIK, €CernTep YImiH
MIENTIMHIH, JI9JI 2KYBIKTaybIH KAMTAMAChI3 €TeTiHIH KOpPCeTe/Ii.

Tvyiiia ce3mep: AllbIpMAIIBLIBIK CXeMaChl, KaTeHi OaraJiay, [IepUOJTHI IEKaPaJIbIK, €CeIl, CUHIY-
JISIpJIBIK, Oy3bLIbic, Co60s1eBTIH, IuddepeHITIaIbIK, TEHIEY.
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B manHOI# cTaThe paccMaTpUBaOTCs iepuojudeckue orderbl CobosieBa ¢ CUHTYJISIPHBIM OTKJIOHEHH-
€M, YTO BBI3bIBAET 3HAYUTEJ/IbHBbIE TPYAHOCTHA B YUCJIEHHOM ITPUOJIVKEHUN U3-33 HAJMIUS OCTPBIX
WA TOTPAHUYHBIX CJI0eB. lIpesjioykeH yCTOWYMBBIM KOJTMYIECTBEHHBIN MeTosr 3P(EKTUBHOIO pe-
IeHNsT TAKUX 337129 B pemnreTke BaxBasioBa, crenuaabHas ceTKa s OTKJIOHSIONIEroCs JeiCTBUs
pemrerusi. CHHTYIISIDHO BO3MYIIEHHBIE Teproandeckre 3aadun CobosieBa CO3/1al0T 3HAYUTEHHBIE
TPYJIHOCTH TP YUCJIEHHON AIIPOKCUMAIINN M3-3a HAJUYUS PE3KUX CJIOEB WJIM HOPAHUIHBIX CJIO-
eB. IlpeyiaraeMplii HAMU HAJIEXKHBIA YUCTIEHHBIN MeTOJ st 9P (PEKTUBHOIO pEIleHus TAKUX 3a-
Jad Ha BaxBaJIOBCKOM ceTke, ClenuaIn3upOBaHHON CETKeE, IIPeJHA3HAYEH JJIs YIeTa CUHTYJISIPHOTO
moBesierns pertennsi. CHaYa I8 TPOBOAUTCA ACHMITOTHIECKAN aHAJIN3 TOYHOTO PEIEHUS. 3aTeM
COBJIAETCsT KOHETHO-PA3HOCTHASI CXEMa, ITyTeM ITPUMEHEHUs KBaIPATyPHBIX [IPABUJI HHTEPITOJISAIINN
K aJ[AlITUBHOM CeTH. AHAIM3UPYETCs YCTONIUBOCTD U CXOJIMMOCTD MIPEJICTABICHHOTO aJITOPUTMA, B
JIMCKPETHOI MaKCUMaJIbHOM HOpMe. Pe3y/ibTaThl IIOKA3BIBAIOT, YTO IPEJIOXKEHHBIN [TOIX0]] 0becITe-
YUBAET TOYHOE MPUOJIMKEHUE PEIIeHrs] JJIsi CHHIYISPHBIX 38/1a9 [IPA COXPAHEHUU BBIUYUCIUTE] b
Hoit 3¢pPeKTUBHOCTH.

KimroueBbie ciaoBa: Pasnocrhast cxema, OIEHKa MOTPEITHOCTH, MEPUONIecKas KpaeBasl 3a/a4a,
CUHTYJIsIpHOE BO3MyIenue, nuddepenimainbioe ypasaenue Cobosena.

1 Introduction

In this study, we consider the following singularly perturbed initial-periodic boundary value
problem in the domain D = Q x [0, T]; Q@ = [0,1], 2 = (0,1), D =Q x (0,77 :

Lu = Ly[uy| + Lou = f(z,t), (z.t) € D, (1)
u(z,0) = o(z), =€, (2)
uy(z,0) = Y(z), €0 (3)
u(0,t) = u(l,t), te (0,77, (4)
u(0,6) = ue(1,t), t € (0,7, (5)
where
Ly [uy] = —etigar + a(x)uy,

Lolu(z,t)] = —eug, + b(z, t)u(z, t),

and 0 < ¢ < 1 perturbation parameter; the functions a, b, f and ¢ are sufficiently smooth,
[-periodic, and a(x) > o > 0, b* > b(x,t) > 0.

This study presents numerical solutions for partial differential equations with a second
derivative with respect to time in the highest order term and small parameters in that term.
These equations are commonly found in mathematical physics and fluid mechanics and are
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used in various fields such as transmission lines, electron plasma waves, and ion-acoustic
waves in plasmas [14].

Previous research has looked at problems similar to the one we are investigating in regular
classical difference schemes. In this study, we are focusing on the singular-perturbed version
of the problem, where small parameters affect the coefficient of the higher-order derivative.
One unique aspect of this issue is that when 7 is small, the solution changes quickly around
boundary points in x and the derivatives of the solution become unbounded. As a result,
the traditional difference scheme is not effective with a uniform mesh, as the approximate
solution deviates from the exact solution as the steps in the schema decrease [12]. In this
study, a three-level difference scheme is introduced for the problem under investigation. This
scheme was developed utilizing linear basis functions, interpolation quadrature formulas
with integral terms, and the weight function as outlined by Duru and Gunes (2022). The
stability and convergence criteria of the proposed difference scheme were analyzed, and the
convergence speed was assessed for each scenario.The research also delves into the existence,
uniqueness, and smoothness of the exact solutions to similar problems. Moreover, numerous
mathematicians have investigated the presence, distinctiveness, and regularity of the precise
solution to such issues [17]. Our main objective is to develop a reliable and stable finite
difference scheme for addressing problems 7, incorporating interpolating quadrature
rules and linear basis functions in the construction process.

2 Asymptotic Estimates

Lemma 1 The following estimation is true for the solution u(x,t) of the problems f
s

ak+su _
Hm < C{e 2 [[Iflleaoy + lloll + el + 11l +elle']] +
+s(s = D [l + 1971}, k,s=0,1,2. (6)
Proof. Multiplying both sides of the differential equation (1)) as a scaler with %, we
have
) t
du cst —1/7.% 2 2\ cx(t—s)
S|l ST+ [ {aT O llull” + [ £1)e T ) ds, (7)
0
where U, = o' [e[[¢/[* + (a(2)v, &) + el ¢|7], e = a7 (1 + ).
In ([7), using the following inequality for the arbitrary function 9(t) € C*
t
5700 - 170 < [ ords ®
2T T -

0
and by taking £ € (0,t) instead of ¢ by integrating we get
t
Jull < s [l + <1 + 101+ £l9/1°] + Ca [ (o) + 1)) s

0
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From integral inequality

2 2 2 2 2 2
P < € (1,0 + ol + el + Do)+ ello1P)

This is proof of Lemma 1 for the case k = s = 0. Lemma 1 is true for the case k = 1, s = 0.
From this inequality and , the estimate @ is

2

0*u
otox

2+ ou
€ ell=—
ox

2+ du
ot

< {10y + NI + <l I + 1907 + <l 9)°}

Thus, the lemma is proved for the cases k =s=1and k=0, s =1.
2

0
Now, if both sides of equation (1) are multiplied by Y as the scalar, the following

. o . ot
inequality is obtained
agu 2 8211/ 2 au 2 2 2
- — < — .
& 8t28x +o atQ — C € @J] + ||UH + Hf”

, Lemma 1 is proved for the cases k = 2, s = 0, and

0
From the results for ||u|| and H—u

ox
k=2 s=1.
84
Similarly, the other cases are proved by multiplying the differential equation by 82—gt2
x
as a scalar.

3 The Finite Difference Scheme

In this section the finite difference scheme is constructed by using interpolating quadrature
rules We use the interpolation quadrature rules when constructing the difference scheme
[2].Now we give the node points of Bakhvalov mesh.

3.1 Bakhvalov Mesh

In this subsection, adaptive mesh points are presented. For these points, the mesh generation
function that Bakhvalov 1969, mentioned in his paper is used.
Let w denote the mesh on D, where w = wy X w;

CUN:{.TZ:Zh, Z:1,2,,N—1, hl:.fﬁz—xl_l},

T
wT:{tj:jT, j=12,...,M; T:M},w}:wNU{x:O,l}, W, =w, U{t=0}.

Let the mesh function v be defined on wy. The notations are as the following

Vi1 — U=V v — Vit1 — U; Uy — Vg

Vg = ———— ——, Uzs — .
) T 9 T ) Tr
Ry h; h h;

Vg
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Let the function g(t) be defined on mesh w,. Then the formulas are the following:

=g R 1 — 29+ g
=9 =% _9i=9= . _ 9+ 923 971 (Samarskii, 2001).
T T T

Bakhvalov mesh points (Boglaev 1984; Boglaev, 2006) are as the following

—a*151n<1— (1—5)%), I1=0,1,..., R x; € [0,0q], if 01<Z;
N l
- 5111(]‘_ (1_6 45) )a Z.:Oa]-)"'? Za xi€[0701}7 if 01 = —;
3N oo —
01+<i—< ))h(l) :_+1 = i € [o1, 03], h(l):—(a2 01);
i = 4 4 N
4<‘ 3N>
Ty 3N
0'2—04_1€IH<1—<1—€>(T4 >, Z:T‘i‘l,,N, .TiE[O'Q,l];
A7) 3N 31
. 0-2_0[716111(1_(1_6 4€><T4>>a Z:T+1aaN7 fL‘iE[Uz,l], 0-2217

where
.l 1
01 = min Z,—a elne p, 09 =1 — 0;.

The approach of generating difference method is through the integral identity:

ti+1 Tit1 e Tjt1
_ _ U _
o [ [ ]G] et [ et -
ti—1 Ti—1 Tj—1
tit+1 Tji+1

:7-1/ ht /f(x,t)@i(x)dx x;(t)dt. (9)

ti—1 i1

g02(1)(1,) — (x_h#’ T € [wi1, 2,
wi(x) = 9052)(33) — W;L;x7 T € [T, Tit],
i+1
0, T ¢ (Tio1, Tiy1),
and
t—1t;_
Xgl)(t) = ( T 1>7 te [tjfl’tj]’
(t) = big1 — 1
X;(t) Xf) (t) = M7 t € [t tipl,

-
0, t¢ ( Jj—1 ]+1)'
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Applying interpolating quadrature rules in [1], we find:
tul = El(u%m.) + ly(ul) + R; = f,
where
0 (u%“) = —5u§tﬁ7i + aiu%, Eg(ug) = —CUzz; + bfuf
Here the remainder terms are denoted by
i (0) 1)
R; = e(R™), + RY,

where

RO =R RW =R+ R — Ry,

tjr1
Re=rt [ R dt, R = R0+ Ry(t) — R0,
ti 1
and
tit1 [ZES

ot?

ti—1 n

R =717 / dn [ML /Tl(t—n)Xj(t)dt—Tl(tj -

tit1 ti+1
~ 0?u(z;,
tj—1 * n
tit1 tjt1

=7 | dn[m] [ Tt =t =it - ).

ot?

ti—1 n

and in R} we have

Tj+1
u
Ri(t) =" [ lata) = a(e)] 5 oia)da
Tit1

Ry(t) = |1 / Lofulgi(@)d — (—etuzs; + bz, uzi 1)) | |

Ry(t) =i [ 17(0.0)~ flaw D)ol

Then, it follows that

_ J J i, J _ £
bu = —euj,_. .+ aug; — Eugs +blul + R=f!, (z,t) € w.

TTd,i

(10)
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For the initial condition , the following relation is written:

t1 Ti+1
(Lu— fei(@)x (t)dedt =0, z; € w.

to Ti—1

4 -1
hlr

(3

From here, we get

T T T
—eup, +auy +r =9, ¢=—cthg + anh; + 55%me — 55?901' + 5]20

with the remainder term

r=—e(r®_ 40

that
[ (P | [
$i7
r® = /W(Tn) /Tl(?f - U)X(()Z) (t)dt —Ti(t; —n) |,
to * n

t1 t1

+ / dnb(x;, U)T /TI (t— W)XE)Q) (t)dt — Ty (tj /)

to n

t1

—/dnw /Tl(t—n)xé2)(t)dt—T1(tj—?7) ,

to n

where the basis function xg(t) is given by

_ e = , tE (to,th),
xol? {0, " t ¢ (to,1).

ty—t

For the periodical boundary conditions, we use the integral identity as the form

lit1 x4
ﬁ;lel / /(Lu — fo(x)x;(t)dzdt =0, t € w;.

ti—1 xo

From here, we analogously find:

e P | Wi * _ ]
EUgpss y T+ QOUT y — Sl v + bgui +17 =[5, ¢ € wr.

(11)

(12)

(13)
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Here, the remainder term is shown that

T'* — _57,*(0) + ’I“*(l)
where
o)
*(0) — —1 d xi? T]
: ! / n( at2 >x0
tj_l
t1
[ = npod - Tt |
n
and
i+l
P — 1 / rf(t)xj(t)dt + 7’1*(1) — 7ot
ti—1

Here, we can write the r;*(") and 7o* terms in the last the remainder term as follows

tj+1
B 0%u(0,
r D = T / al77b(x0,77)—((;t2 n)
ti—1
t1
/T1<t —n)x;(t)dt —T(t; —n)|
n
tj+1
* —1z—1 82
rot =71 hy / dn@fo(n)
tj_l
t1
/Tl(t —n)x;(t)dt —Th(t; —n)|
n
t; ti+1
[ reade=r [ 10+ 0
tji—1 tj—1

— r3,(D)]x; ()dt,
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1

@Aﬂ—/Lw%W@M49M,

Zo

1

rywz/umw—m%®wm

Zo

and the basis function pg(z) is defined by

(2)<I> (l’o — :L‘)

Po To < x <7,

hy
wo(x) = @5\?(55) = hﬂ} Tn_1 < T < Ty,
N
0, 1’¢ (l’o,l’l)U(l'N—laxN)'

Based on the relations , and , we propose the following difference scheme for
the approximating f:

ly = —aygtﬁ’i + aiy% —eymi + VY = f, (z,t) cw (14)

y(2,0) = ¢(z), =€wy, (15)

Oy =~y +a;) = ¢ (16)

y(0,8) =y(l,t), y(hi,t) =yl +hy,t), tE€w, (17)

My = —eygtmN + aoy%N —eyln VWY = f, tew, (18)
where

6= et + ah + e — SWpi+ ofY i= 12 Ny =12, M.

4 Error Analysis

Let u be the solution of — and y be the solution of —. The error function z = y—u
is a solution to the following discrete problem:

0(2) + (7)) = R;. (19)

2(0,t,) =0, 0<i<N, (20)
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2(0,t) = z(l,t), z(h1,t) = z(l+ hy,t), t € w,, (21)
Oz = e +ayd =r (22)
Wz = _Ezgtifc,N + aOZ%,N — ezl n Byl =1, tEews, (23)
» b*+1 72
Lemma 2 Under the conditions: Cot < 1 | Cy = max 5 s Ve ,1— 5 > v, > 0, the
«

following estimates are satisfied for the solution of the problem —
2]l + ellzeall < C(NT* +77). (24)

See Duru, 2004 for proof.

5 Numerical Results

Let’s write the problem — explicitly:

At -Gl + Byt = —F, i=1,... N -1

Ayl —Cyl™ + Byl = -F, i=1,.... N—1, j=2,....M—1 (25)

AN?J?QJFL - CNyf'\;Jrl + BN?J{—H = —Fly,

Atyi o, — Ciyl + Biyly = —F;, i=1,....N—1,
where

A; = —em %R R

_ —2z—-1;—1

Ci=—eh; 772 (hily + hi') — a2,

Fi=—fl+ (bi —2a,77) yl + a7yl t e (2r*-1) y%a:z - 57729%;,%
Ap = —er7 ' R

B} = —er "B hy

Ct = —ehyr! (h;rll + hfl) —a; T,

FY' = ez —ap; — € (% — 7'_1> Vzz + <% — aﬂ'_l) blp; — %fio
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Ay = —em %y thy'
By = —er2hy hy
Cy = —chy 172 (hl_1 + hgl) —anT 2,
Fy = —f% + (bg — 2&07_2)315\, + aiT_ngV_l + 5(27_2 — 1)y%iq’N — 57_23/%;5\,.
The linear equation system will be solved by the elimination algorithm given below
[16]. For these coefficients, the elimination algorithm is defined as follows

By Al Fy
== == =—, Ci—a;A; #0,
Qg 017 V2 017 /82 017 « ;é
B; Fi+ AiB; Aiyi :
+Ap =S o1 N-1,

(07 - ) 7 - ’ ) —

1 CZ - OéiAZ' ﬁ 1 O, - aiAi Yt Cz - aiAi

pn—1 = BN, qn-1 = By + N,

Pi = qip1Pigr + Biv1, @ = dipaGiv + Y1, 1= N —1,dots, 1,
Byt anap

Yn = ,
I —anpq — YN+

Vi =pi +yng, i=N—1,...,0.

To test the order of uniform convergence of the samples, we define the absolute errors

and the convergence rate as follows

N _ N 2N
€ = max |y7, — Yo ‘
0<i<N

and

_In(eN/e?N)
b= In2
Example 1. Consider the following periodic problem on D = (0,1) x (0, 1]

84U sin(2rx aQu aQu : —t 3 sin(27x :
—5W+(1+e @ ))W—E@—i—(t—l—&n(?mﬁ))u = e 'sin(t) (™) ysin(2mx) ++1)

u(z,0) = sin(27z),

ou .

a(m, 0) = —sin(27z),

u(0,t) = u(1,1),

ou ou

The obtained results are given in Table 1.
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Table 1: Maximum point-wise errors and the order of convergence rate for N = 8 and
M =10.

To b 1 P2 ) p
-3 0.09348526| 1.7747 | 0.02732148 1.9396 | 0.00712245| 1.8571
-4 0.09675640| 1.7142 | 0.02948816| 1.8696 | 0.00806897| 1.7919
-5 0.09331897| 1.7085 | 0.02855243| 1.8846 | 0.00773220 1.7965
=6 0.09402811| 1.7444 | 0.0280626 | 1.8611 | 0.00772448 1.8027

NI NN ™

Example 2. Consider the problem on D = (0,1) x (0, 1]

84,“ cos(2mx a2u aQU
~Eaags T (L te ( ))W —eg T (t+ cos2majtiu =

= e 'sin(t) (e 4 cos(2ma) + ¢ + 1)

u(z,0) = —sin(mzx),

ou ,

E(:c, 0) = —sin(nz),
u(0,t) = u(1,t),

ou ou

%(J?,O) — %(1’, 1)=0

The computed results are summarized in Table 2.

Table 2: Maximum point-wise errors and the order of convergence rate for N=8 and
M=10.
3 To P1 T P2 2 P
-3 0.10025268| 1.8574 | 0.02766639) 1.9126 | 0.00734822) 1.8850
- 0.09669872| 1.8467 | 0.02688412| 1.9344 | 0.00703359| 1.8905
=0 0.09337445| 1.8413 | 0.02605667| 1.9343 | 0.00681726| 1.8878
6 0.10048995| 1.8736 | 0.02742225| 1.9239 | 0.00722681| 1.8987

6 Discussion and Conclusion

We suggested a new difference scheme to solve singularly perturbed equations. By using
the energy inequalities, the stability of the solution to the continuous problem was shown.
Difference schemes were constructed using interpolation quadrature rules with integral terms
and weight functions as linear basis functions. The remainder term with integral form relieves
the conditions on the solution, such as continuity. The linear basis functions are chosen in
such a way that the method error of the terms with the highest order derivative is zero. Error
analysis is performed in discrete norm and the convergence rate is O(N 2 + 72).

Different numerical methods can be used for the problem we are considering. Exponential
fitted difference schemes and similarly established difference schemes on a piecewise regular
network can be used. Each of these has advantages and disadvantages. The method we used

in this study is advantageous in terms of memory savings and computational cost in the
computer.
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EXPANSIONS OF KAMPE DE FERIET HYPERGEOMETRIC FUNCTIONS

When studying the properties of the hypergeometric functions in two variables, expansion
formulas are very important, allowing one to represent a function of two variables in the form
of an infinite sum of products of several hypergeometric Gaussian functions, and this in turn
facilitates the process of studying the properties of functions in two variables. Burchnall and
Chaundy, in 194041, using the symbolic method, obtained more than 15 pairs of expansions
for the second-order double hypergeometric Appell and Humbert functions. In order to find
expansion formulas for functions depending on three or more variables, Hasanov and Srivastava
introduced symbolic operators, with the help of which they were able to expand a whole class
of hypergeometric functions of several variables. Hasanov, Turaev and Choi defined so-called
H-operators that make it possible to find expansions for generalized hypergeometric functions of
one variable. In addition, applications of these H-operators to the expansion of the hypergeometric
functions of two and three variables of second order are known. On the other hand, thanks to the
Kampé de Fériet functions, solutions of the boundary value problems for some degenerate and
singular partial differential equations can be written in explicit forms. In this paper, expansion
formulae are obtained for the hypergeometric Kampé de Fériet functions of the superior order.
Some Kampé de Fériet functions are expanded in terms of the Appell and Humbert functions as
illustrative examples.

Key words: Hypergeometric function in two variables, Kampé de Fériet function, generalized
hypergeometric function, expansion formula, Burchnall-Chaundy method, symbolic H-operator,
Appell and Humbert hypergeometric functions.

H.JI. Kommnosa!, A. Xacamnos®?*, T.T. Dprames®*”
L@eprana memiekeTTik yrusepcureri, O36exkcran, Oeprana K.
20s6ekcran Peciy6mKachl THITBIM aKaleMusichIHbIH B.VI. PoMaHOBCKHIiT aTBIHIAFbI MaTeMaTHKA
MHCTUTYTHI, O30ekcTan, TalkeHT K.

3 "TaImTKeHT WPPHUTraIys KoHe aybLT IAPYAITLLTLIFLEH MeXaHIKaIaHIbIpy HHKEHepIepi
uucruryTol" (TUATIIMUN) Yarreik 3eprrey yausepcureri, O36ekcran, TamkenT K.
4Tenr yuusepcureri, Benbrus, Tenr K.

*e-mail: ergashev.tukhtasin@gmail.com
Kawmmne-ge-@epbe runepreomMerpusiiblk, QyHKIUSIAPBIH XKikTey (opMyiaiapbl

Exi alfHBIMAJIBI THUIEPreoOMeTPUsIIbIK, (DYHKIUSICHIH 3€PTTey VIIH €Ki aflHbIMAJIbl (DYHKIUSIChIH
Gipuemre [aycc rumepreomMeTpusiibiK, (YHKIUsLIAD KOOEHTIMICIHIH TIEKCi3 KOCBIHIBICHI DPETiHIE
KOpceTyre MYMKIiHIIK Oeperin »kikTey GopMysragapbl ©Te MaHbBI3IbI, OYJI ©3 Ke3erinjge exi
affHBIMAIBI DYHKITHITAPBIHBIH KACHETTEPIH 3epTTey MPOIeCiH XKeHiiaereai. bepurean men Yenmm
1940-1941 xpuigapbl CUMBOJIIBIK ojiciied Arnmeas MeH ['ym6eprTiH eKiHIm perTi rumepreomer-
pusiIbIK, (DYHKIOMSIAphl YIOiH 15-TeH actaM KIiKTey »KYObIH aJiibl. YIII HEMece OJIaH Ja KOl
afHBIMAJIBIIAPFA TOyeJIl (DYHKIUSLIAPIBIH XKiKTey (GOpMysIajapbliH Taldy YIMH XacaHOB XKoHE
CpusacraBa 2006-2007 Kbuimapbl CHMBOJIIBIK OIEPATOPJIAPIbl €HT13/1i, OJIAPIbIH KOMeriMeH
GipHerrre afHBIMAJIBI TUIEPTEOMETPUSIIBIK, (DYHKITUSIAPBIHBIH OYKII KJIACHIH JKIKTeN aJiIbl.

© 2024 Al-Farabi Kazakh National University
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Auraiifa, Oyl CUMBOJIJIBIK OIIEPATOPJIAP EKIiHII peTTi IUIIepreoMeTPUsIbIK, (DYHKIUIJIApMEH
mekTesa, conapikran 2010 xkwutel XacaunoB, Typaes xome Yoit korapbl perti 6ip aiiHBbI-
MaJjbl JKAJMBLUIAHFAH TUIEPreOMETPUsIIBIK — (DYHKIUJIAPBIH JKIKTeyre MYMKIHIIK OepeTin
H-omneparopimapsia enrizai. Corbiven Katap, ockl H-oneparopsapblHblH €Ki KoHe VI alHbIMAJIBI
eKIHIIN PEeTTi TUIepreoMeTPHUsIbIK (DYHKIUATAPHIH KIKTeyre apHaaraH KOCHIMIMAJIaphbl OeriJi.
Exiumi xarpinan, Kawmre-ge-Pepbe DyHKIUAIAPBIHBIH, KOMETiMeH Kefibip e3relne/ieHreH KoHe
CHUHTYJISAPJILIK, J1epbec TYBIHIABLIBI JuddEepeHIuaIbIK, TeHIeylep VIIH [IeTTIK eCenTepIiH,
menTiMaepl aiKbpIH TYPJAe 2Ka3bLIybl MYMKiH. Byir :KymbicTa korapbl peTti Kawmire-mne-Pepbeniy,
TUIIEPTeOMETPUSIIBIK, (DYHKIUAIAPHI VIMH KIKTey (QopMyIaiapbl ajablHAbl. KepHeki Mbicaamap
peringe Kamme-ne-Qepbenin keiibip dynkmusiapbl Anneias Men ['ymOGeprrid, ekinmi perri
TUIEPTeOMETPUAIIBIK, (DYHKITUSAIAPbI OOMBIHIINA YKIKTeJIE/I.

Tyitia ce3aep: eki aflHbIMAJIBI THIIEPreOMeTPUSLIbIK, DyHKIUsICH, Kamite-ne-Pepbe QDYyHKIUSICHI,
KAJIMMbLIAHFAH THUIIEPreOMETPUSIIBIK, (DYHKIMs, KikTey dopMmyiacel, bepunemr-Yauaun omici,
cuMBOJIIBIK, H-omepaTopsl, Anmens MeH ['ymMGepTTiH rumepreoMeTpusiibiK, by HKIUIIAPHI

H.JI. Komunosal, A. Xacanos®?*, T.I. Dprames>*’
l@eprancKuit rocyIapCTBEHHBIN YHIBEpCUTET, Y36eKkucTan, r. Oeprasa
2Wncruryr maremaruxu nv.B.M.Pomanosckoro AH Pecriy6nku Ys6exucran, Ys6exucra, T. TamkeHT
3Harmona TbHbIH BccieoBaTe beknit yausepcuter " TanTKeHTCKnit NHCTUTYT WHYKEHEPOB MPPUTAITAN 1
MexaHu3anuu cesbekoro xossiticrea (TUMNMCX)" | Vabekucran, r. TamkeHT
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PAa3JIOXKEHUsI, KOTOPhIE IO3BOJISIIOT MPEJICTABUTh (DYHKIMIO JIBYX IIEPEMEHHBIX B BUJEe OECKOHEY-
HOI CYyMMBI ITPOM3BEEHNI HECKOJIBKUX rurepreoMerpudecknx ¢yukimit [aycca, a 310, B CBOIO
odYepe/ib, 00JIerdaeT MPOIece M3yIeHns CBONCTB (DYHKIMIT IByX HepeMeHHbIX. Bepunenn u Yennu
B 194041 rT. CHMBOJIMYECKAM METOJIOM MOJIyumin Oosiee 15 map passioKeHwWil [JjIsi THIIePreoMeT-
puueckux Gyarmuit Amnmesnss u ['ymbGepra Broporo mopsiika. UTobbl HaifiTh (OPMYJIBI Pa3/iozKe-
Hust (DYHKIWIT, 3aBUCSIUX OT Tpex u Oojiee mepeMeHHbIX, XacanoB u Cpupacrasa B 2006—07 rr.
BBEJII CHMBOJIMYIECKUE OLEPATOPHI, C MOMOINBIO KOTOPBIX OHU CMOIVIM DPA3JIOXKUTh IEJIbI KJIACC
TUIIEPreOMeTPpUIecKnX (DYHKIMI HECKOJIbKUX IepeMeHHbIX. OIHAKO, 3T CHMBOJUIECKHUE Olepa-
TOPBI OIPAHAYMIACH TUIIEPreOMeTPpUIeCKuMr (DYHKIIUSIMA BTOPOTO HOpsiaKa, modtomy B 2010 1.
Xacanos, Typaes n Yoit BBeM B pacCMOTpeHMe Tak Ha3biBaeMble H-omepaTopbl, TO3BOJIAIONIIE
Pa3JIOKUTh 0DODIIEHHBIE TUIIEPreoMeTprIecKre (DYHKIUU OJIHON IIepEMEHHOM BBICOKOT'O IOPSJIKA.
Kpome Toro, usBectHbl npujiozkeHust 31X H-0MepaTopoB K pPa3/IOKEHUIO T'MIepPreOMEeTPUIECKUX
dbyHKIMIT IByX U TPeX IMEepEeMEHHBIX BTOpOro mnopsaka. C apyroit cropoHsl, Oiaromapst QyHKIHI-
am Kawmme-ne-@epbe pernrennst KPaeBbIX 33024 JJI HEKOTOPBHIX BBIPOXKTAIOIINXCA U CHHTYJISPHBIX
yPpaBHEHHUI B YACTHBIX IPOU3BOIHBIX MOI'YT OBITH 3aIMCAHBI B SBHOM Buje. B mannoit pabore mo-
JiydeHbl (bOPMYJIbI PA3JIOXKeHUs JIs rurepreoMmerpudecknx dyuknmit Kamime-e-Pepbe BbICIIETO
mopsijika. B KadecTBe HarJIsIIHBIX IPUMEPOB, HEKOTOphie hyHKImu Kamire-ae- Pepbe pa3iiozKeHbl
o rurnepreomerpudeckuM GpyHKimaM Arnrmesist u ['ymbepra BToporo mnopsijaxa.

Kuro4deBbie cJjioBa: rumepreoMerputdeckas (DYHKINSA ABYX IEPEMEHHBIX, PyHKIHs Kamire-me-
®epnbe, 0000ITeHHAs THTIEpreoMeTputIeckas QyHKIMs, (GOpMy/Ia pPasioKeHust, MeToa bepanesa-
Yenyu, cumBosinyeckuii H-oneparop, runepreomerpudeckue pynknun Amnmesns u ['ymbepra.

1 Introduction

A great interest in the theory of hypergeometric functions (that is, hypergeometric functions
of one, two and more variables) is motivated essentially by the fact that solutions of many
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applied problems involving thermal conductivity and dynamics, electromagnetic oscillation
and aerodynamics, and quantum mechanics and potential theory are obtainable with the help
of hypergeometric (higher and special or transcendent) functions. Such kinds of functions are
often referred to as special functions of mathematical physics.

A sum of the following power series

F(a,b;c; z) Z Z —' |z| < 1, (1)
n=0 n ’

is known as the Gaussian hypergeometric function, where a, b, ¢ are independent of z. We call
a, b, ¢ the parameters of the hypergeometric function; they are arbitrary complex numbers
with ¢ # 0,—1,—2, .... Here (v),, is a Pochhammer symbol:

Woi=1, Wni=v(+1)(vtn—1)= %;
['(z) is a well-known gamma function.

The great success of the theory of hypergeometric series in one variable has stimulated
the development of a corresponding theory in two and more variables. Appell has defined, in
1880, four series, Fy to Fy (cf. equations (3] to (6]) infra) which are all analogous to Gauss’
F(a,b;c; z). Picard has pointed out that one of these series is intimately related to a function
studied by Pochhammer in 1870, and Picard and Goursat also constructed a theory of Appell’s
series which is analogous to Riemann’s theory of Gauss’ hypergeometric series. P.Humbert has
studied confluent hypergeometric series in two variables (cf. equations ([7]) to infra). An
exposition of the results of the French school together with references to the original literature
are to be found in the monograph by Appell and Kampé de Fériet [1], which is the standart
work on the subject until the middle of the last century. This work also contains an extensive
bibliography of all relevant papers up to 1926. In 1953, a five-volume book on special functions
appeared, the first book |2] of which, dedicated to hypergeometric functions, contains brief
but very clearly written conclusions of the main properties of the functions under study, from
which a person who does not know the theory can study it. But it also includes numerous
lists of formulas relating to the most important special functions. Currently, the monograph
by Srivastava and Karlsson [3], published in 1985, is highly respected among researchers.

Gauss’ hypergeometric series has been generalized [4] by the introduction of p
parameters of the nature of a, b, and of ¢ parameters of the nature of ¢. The ensuing series

[e.e]

A1y ey py L ' . B ((1,1)
PFq |: bl,.-.,b:; Z:| = qu (al,...,ap,bl,...,bq,z) = Z (bl)

n=

N
3

, (2)

S

is known as the generalized hypergeometric series of the order r, where r = max(p, ¢ + 1).
Just as the Gaussian series F'(a, b; ¢; z) was generalized to ,F, by increasing the numbers
of the numerator and denominator parameters, the four Appell series were unified and
generalized by Kampé de Fériet [5] who defined a general hypergeometric series in two
variables [1, p. 150, equation (29)]. The notation introduced by Kampé de Fériet for his
double hypergeometric series of superior order was subsequently abbreviated by Burchnall
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and Chaundy [6, p. 112]. We recall here (see Section [2| infra) the definition of a more general
double hypergeometric series (than the one defined by Kampé de Fériet) in a slightly modified
notation (see, for example, |7]). Although the double hypergeometric series defined in [7]
reduces to the Kampé de Fériet series in the special case, yet it is usually referred to in the
literature as the Kampé de Fériet series.

There are many works devoted to the Kampé de Fériet hypergeometric function, but here
we note only some works in which the issues of convergence [8] and reducibility [9}/10] are
studied, summation formulas [11] and transformations |12], integral representations |13| are
obtained. .

The hypergeometric function in one variable has been sufficiently fully studied in all
respects, therefore, for the study of the hypergeometric function of two variables, expansion
formulas are very important, which allow us to represent the hypergeometric function of two
variables in the form of an infinite sum of products of either two hypergeometric functions in
one variable, or relatively well-studied functions in two variables , and this, in turn, facilitates
the process of studying the properties of the functions in two variables under consideration.

In 1940-41, Burchnall and Chaundy [6,(14] systematically presented a number of expansion
and decomposition formulas for double hypergeometric functions (of second order only)
in series of simpler hypergeometric functions. In 200607, Hasanov and Srivastava |15, 16|
introduced operators generalizing the Burcnall-Chaundy operators and found expansion
formulas for many triple hypergeometric functions, and they proved recurrent formulas when
the dimension of hypergeometric function exceeds three. Hasanov, Turaev and Choi [17]
defined the so-called H-operators that make it possible to find expansions for generalized
hypergeometric functions of one variable. In addition, applications of these operators to
the expansion of second-order hypergeometric functions in two and three variables are
known [18,19]. When the order of the hypergeometric function exceeds two, an applications
of H-operators to some third- and fourth-order Kampé de Fériet functions can be found in
the works [20,)21]. Namely, thanks to the Kampé de Fériet functions, solutions to boundary
value problems for some degenerate partial differential equations can be written in explicit
forms [22}23|.

This work is devoted to the application of one-dimensional and two-dimensional H-
operators to hypergeometric Kampé de Fériet functions of superior order. To give an
examples, some Kampé de Fériet functions are expanded in terms of the Appell and Humbert
hypergeometric functions.

2 Hypergeometric functions in two variables and its generalizations

Hypergeometric Appell functions are usually defined as the sums of the following series |24]:

o0

- _ (@)min (D) (V)n 2™ y"
Fl (a’ byb 7671'7 y) - mzn:o (C)m+n mm, |x| < 17 |y| < 1, (3)
2 (@) (D) (W) ™ Y™
F2 (a, b, b/;ca Cl;xvy) = Z ( ) (Z)nf(il)i ) %ﬁa |£B| + ’y| < 17 (4)

m,n=0
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- m /nbmb,n m
Fy(a,d b ¥cy) = S WolOn®n®n 8" ) g gy (5)

a n
Rt (©)man m! n!’

o0

(@)min(D)mgn ™ Y™
Fy(a,b;c,csw,y) = Z_OW%H’ VI +4/y <1, (6)

Seven confluent forms of the four Appell functions were defined by Humbert [25]:

S a)m n(b m T yn
o, (a7b; C;Jf,y) = Z ()(C;_—_’_)Wmv |‘T| < 17 (7>
m,n=0 man o

Oy (b, V5w y) = Y LAY (8)

Rt ()min m!nl’

q)3 (b,C,.T,y) - Z (C) ﬁma (9>
m,n=0 mtn
- A )m+n b mT Y
\Ifl (a; b, C, C/;xyy) = Z ((1 +(c,)) %ﬁ’ |1'| < 1, (10)
m,n=0 m
U lgedon e S (Dmin 2"y 11
Q(G,C,C,Qf,y)— Z (C) (C,) m) TL" ( )
m,n=0 m

_ , 2 (@) (@) (B) 2™ Y
:1(a7aab;c;xay>: Z M_%u |‘T|<1’ (12>

o (€)man m)!

[e.e]

Es(a,b;cm,y) = Z = |z| <L (13)

m,n=0

In equations — all parameters a, da’, b, b'’; ¢, ¢ and variables x, y take complex values
and, as usual, the denominator parameters ¢, # 0, —1, —2, ... are neither zero nor a negative
integer.

The Kampé de Fériet hypergeometric function of order (P, Q) is defined by [7](see also |3,
p.27|:

ki | (ap) 2 (bk); (@); i=1 i=1 i=1 ™ y"
Fg:r;s ap . . Y| = Z q T s H’H_ (14>
( q) ' (ﬁr); <PYS>’ :| m,n=0 H (aj)m+n H (Bj)m H (’yj)n ' !
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& apl, 0K, [0,
an:O apm—i-n [571{7] [ l] m' n'

where p, q, k,l,r, s are nonnegative integers with p+k +1 # 0O and ¢+ r +s # 0; P =
max(p + k, p+ 1) is an order by z, and Q = max(q+ 7+ 1, ¢+ s + 1) is an order by y;
(ap) = (a1, ...,ap) is a vector of p components; for convergence,

Lp+k<qg+r+1, p+i<qg+s+1, |z] <oo, |yl <oc;

2.p+k=q+r+1, p+l=q+s+1,

{MW3+WVQ<L p>q,
max {|z|, [y[} <1, p<g;
3.p+thk=q+r+1, prl<g+s+1, p<gq |z[<1, |yl < oo
4. p+k<qg+r+1, p+l=q+s+1, p<gq, |z|]<oo, |yl <1.

Hypergeometric functions of superior order are usually divided into two types. If p+ &k =
g+r+1=p+l=q+s+1=P =@, then the Kampé de Fériet hypergeometric function is
called a complete hypergeometric function, otherwise, a confluent hypergeometric function.

3 Operator identities for the Kampé de Fériet functions of superior order

Burchnall and Chaundy [7,/14] expanded the Appell and Humbert hypergeometric functions
into series in terms of simpler hypergeometric functions. Their method is based on a mutually
inverse pair of symbolic operators

L'(h)T(h+6+o0) (%_r®+hﬂwo+m
L(h+6)T(h+0o) " T(RT(5+o+h)

V (h) =

where T'(2) is a gamma function and
0 =xr— =y— 15
xz x’ g y8y7 ( )

These symbolic forms are used to obtain a large number of expansions of Appell’s
functions in terms of each other, of Appell’s functions in terms of products of ordinary
hypergeometric functions, or vice versa. By these methods Burchnall and Chaundy obtained
15 pairs of expansions involving Appell’s functions F; — F}, defined in — @, and ordinary
hypergeometric functions, u oobranbIe rutiepreomerputeckue pyuknnu, as well as a significant
number of expansions containing confluent hypergeometric functions ®, ¥ and =, defined by
equations (7] . Burchnall-Chaundy expansions have applications in applied problems.
For example it is precisely thanks to the expansion of the Appel function F, [14, equation
(26)] solutions to several boundary value problems were written in explicit forms [26,27].

However, the Burchnall-Chaundy method was limited to second order functions in two
variables. In order to find expansion formulas for generalized hypergeometric functions (of
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superior order) defined in (2)), Hasanov, Turaev and Choi [17] first introduced symbolic
operators:

CT(B)T(A+9)
He (A B) = 5 T B+ o) (16)
I(B)T (A + o)

where § u o are defined in (15)). Hereinafter, A and B can take complex values, and A # B
and A, B # 0, —1,—2,..... Currently, multidimensional analogues of the operators and
are known: in the work [18| a symbolic operator of the form

I(B)T(A+d+0)
Fr(AT(B+d+o0)

H,,(A B)= (18)

are applied to the expansion of second order confluent hypergeometric functions in two
variables included in Horn’s list |2, p. 225] . In the work |2§|, using the one-dimensional
operator (|16)), infinite summation formulas for second order hypergeometric Lauricella
functions in three variables are proved. H-operators are applied to the transformation of
second order hypergeometric functions in three and four variables [29].

Further study of the properties of symbolic H-operators showed that they can be used in
the expansion of hypergeometric functions of several variables when their order exceeds 2.

The main result of this work is

Theorem 1 The following operator identities are valid:

pier [ (ap) s (o), A5 (a); ] _ pekst | (ap) © (be); (@);
Fq:r+1;s i (aq) (8, B: () ,y] = H, (A, B) Fq:r;s [ : . . ,y} ) (19)

kil [ (ap) + (bn); (@), C x,y] = H, (C, D) Fg; { (o(jp) ::

bi); (a1);
q:r;s+1 I (Oéq) . (5T>; (,YS),D; . . } ) <2O>

p:k+1;1+1 (ap) : (bk)vAa (Cl)7 C;
Ff]:rJrl;erl (Oéq> . (67‘)78; ('75)7D; x,y}
— H,(A, B)H,(C, D) F’q’ffjé{ (((ffj)) : fZ’“i (fl; :L"y} , (21)

p+1:k;l (ap), A (be); (a); T _ p:ksl (ap> 2 (be); (@);
Fq+1:r;s (qu),B L (B): (s )1 73/] Hx,y(A, B)F { o) - . . . (22)
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Proof. Using the Burchnall-Chaundy method [7], we have

okt [ (ap) : (bk)7 A; (Cz); v } _ F(A+5)F(B)Fp:k;l [ (ap) : (bk); (Cl);
wrete | (ag) 1 (Br), B ()5 D(AL(B +0) 7 | (ag) : (8:); (%)

piksl+1 [ (ap> (be); (1), C; " _ I'(C +o0)I'(D) piksl (%)3 (br); (c1); v
PR | o) (o 2] = G o1 ey 3 o 7]

phetitn | (ap) @ (b)), A5 (), O
Fq;r+1;s+1 |: (O./q) . (Br);B; (,ys)’D’ 7y:|
_ T(A+0)I(B)T(C+o)['(D) - { (ap) : (br); (a); . y]
T(AD(B+8) T(O)Y(D + o) 9| (ag) : (Br); (vs); 777
)i, } _ DA+ +0)T(B) [ (ap) = (ba); (c2); y] |

et { (ap), A: (br); (a

| (ag), B (Br); s T(AD(B A+ +0) 77 | (ag) = (Br); (7s);

Next, using the definitions of H-operators, we obtain the required identities. Q.E.D.

Corollary 1 If k = | and r = s, then the Kampé de Fériet function is expressed by the

generalized hypergeometric function of x + y:

1 a,) : A; C; |

Foi fa;@ 5. b Y| = Ho (A, B)H,(C, D),F,[(ay); ()i +y].
1o | (ay): A; —; ]

Ffl):.tg (<OZ§ . B; —: z,y| = Hy (A, B)ply[(ap); (ag);z +y],

o1 | (ap) 2 =5 O
ngg;} (<a§)): —: D: I,y] = H, (C, D)qu [(ap)§ (O‘q)§$+y]»

where ,Fy, 1s a generalized hypergeometric function, defined in .

(23)

(24)

(25)

Corollary 2 If p = q = 1, then the Kampé de Fériet function is expressed through the

product of two generalized hypergeometric functions:

ki A (bg); (a);

1ir;s B - (67"))( s). :L",y:| = Haay(A? B) kFr [(bk)7 (ﬁr):aj] lFs [(CZ); (78);y]a (26)

I

where F,. and | Fs are generalized hypergeometric functions, defined in (2)).

Symbolic forms - are used to obtain a large number of expansions of Kampé de
Fériet functions in terms of each order of lower order, of Kampé de Fériet functions in terms

of products of two generalized hypergeometric functions:

prri | (ap)  (0r), As (a); Ny (B =A),
Fartis | (ag): (8,), B; () y] = 2 0"

I
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[ p]m [bv k]m m ksl (ap) +m: ( bk) +m; (Cl)v
T e () o #) (#1)
pi+1 | (ap) o (bk); (@), Cf Ny (D =0),
Faran [ (o) : (8); (%), D; ‘”’] - D V),
[a7p]n [07 l]n n p:k;l (a’]?) +tn: (bIC)a (Cl> +n; x
“ad D T { (@) + 1% (B () + 1 y} ’ 28)
p:k+1;1+1 (ap> : (bk)vA; (Cl)v C; _ - _1\ym+n <B — A)m (D — C)n
Foritist1 { (ag) = (Br), B; (7s), D; x,y} - m;()( b min!(B),. (D), %
[, D)0 0K, [0, o [ (@) +m+ms (By) +my () + .
% [, g, 18,71, [ s]nx Y s { (ag) +m+n:(B,)+m;(ys) + n; ,y} ’ (29)
prtst | (ap), At (be)s (@) _ - . m+n%
Fotrirs { (ag)s B = (8,); (7); ”} _m;_o( D (B
[, D) 0K [0, o [ (@) + o () +ms (@) + .
8 [, g, 18,71, 175 s]nx Forss { (ag) +m+n:(8,)+m;(vs) +n; ,y} ’ (30)
p:1;1 (ap) : A, 07 _ S m+n (B — A)m (D — C)n
F [ (o) : B; D; a:,y} - m;:()(_l) m!n! (B), (D), %
25— (a,) +m+n
S ] R PEOERS o
o[ @) & =5 T B Ay [0ty [ (@) i
Fq10|:(aq):B o 7y:|_;( ) m‘(B) [Oé ]m qu|:(aq)+ +y:|a (32>
vt [ (@)= G 1 (D= [aurly o [ (@) 4
F(IOI |: (aq) - D, y} - RZ:O( ]') TL' (D) [O[, ]ny qu |: (Qq)+ : +y:| ) (3?))
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Db fe ],
1B, 7] [ 81,

Hereinafter,the notation (v,) 4+ p denotes the vector (vy + p, ..., vy + ).

Let us show the validity of the established expansions - . To give an example,
by Gauss’ formula [2, p. 112, equation (46)]
[(e)l(c—a—10)
['(c—a)l'(c—b)’
we have symbolically for H,(A, B)

(B = A)n(=0)m
(B)mm!

2"y R Er (k) +ms (8r) +mix] oF[(a) 415 () + 159 (34)

F(a,b;c;1) = Re(c—a—5b)>0,¢c#0,—1,-2,..., (35)

H, (A, B) =

(36)

m=0

Similarly, we have

Hy(C.p) = 3 P S 7

By virtue of Poole’s formula [30, p. 26]

(~8)fla) = (—1yram DT

dx™
we get

(=) n B

S [ ) [ kil (ap) +m: (bg) +m; (Cl);x
=V F"”{(%)eri(ﬁr)er;(%); v

and therefore, by virtue of ., the symbolic form leads to the expansion (27)).
Further, using the summation formula for the hypergeometric Appell function F} in the
form |3}, p.34, equation (7)]
Fel(c—a—-b-1V)
Flc—a)l(c=b—0)"

Fi(a,b,b;c;1,1) = Re(c—a—b—-0)>0, ¢c#0,—-1,-2,...,

we have
. - (B - A)m+n(_5)m(_‘7>n
Hx,?/ (A? B) - ZO (B)m+nm'n' .

Using the Poole’s formula o x u y, from the symbolic form we obtain an expansion

. The symbolic form is used when proving the expansions , , u .

Note that when proving the expansions — we should keep in mind the well-known

identity [31, p. 52
+
Z f(m+mn) Zf (z y

m,n=0
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4 Examples

Some Kampé de Fériet functions can be expanded into Appell and Humbert functions (of

second order!):

0 | a: A b O, - man(B—A) (D—-C
O S

a b),, (V'
X( )m+n( )m( )n$mynF1(a+m+n7b+m7b/+n;0+m+n;x7y)7

()

9. a:Ab; CY; = man(B—A) (D —C)
Fﬁﬂ_ﬂcha}zz«w+

m,n=0

(@) (@), (B),, (),

X 2™y Fs3 (a+m,d +n,b+m b +n;c+m+n;x,y),

()

o0

aa [ ab: A C  (B-A
ra| 0 ] = 3 e B2

S
3
S

m,n=0

(@) 4n (0)

mexmyWDl (a+m+nb+m;c+m+n;z,y),
Cern

F?ffff[ LA b; O y] s (B A (D= C)

c: B; D;

(), (),

X
(C m-+n

2"y "Dy (b+m, bV +n;c+m+n;x,y),

(39)

(40)

(43)

(44)
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—:Ab; C;:p S B m+n(B_A)m(D_C)n(b)mX
[ . B y} D I INCIRC]

m+n

xz"y" @3 (b+m;c+m+n;x,y),

1: 2; 1 a: A, b7 C, o - m+n (B B A>m (D B C)n
Fo. { — B, D, “’] =2 (D minl (B), (D). |

m,n=0 n

b

X (Czim“zcl))mxmy"\lfl (@a+m+n,b+m;c+m,c +n;z,y),

1:1;1 a Aa 07 S m-+n (B A)m (D B C)n
Fo.zz l —.B,eD,¢; ’y] m;:()( D o),

(a)m-‘rn m, n . / .
XWLC YUy (a+m+n;c+m,d +n;x,y),
0:3;2 - A7a7 b7 C7 CL,; _ - __1\ym+n (B — A)m (D - C)n

Frii [ c: B; D, Y= mznzo( 1) min! (B),. (D), .

/
b
><<a>m((;l)”( )mxmy”El (a+m,a" +n,b+m;c+m+n;z,y),
Cm+n

[ c: B; D; :L’,y} - Z (=)™

0:3;1
Fl' ;1

— W

b
X_(CL)m( )ml‘mynEQ (a—l—m,b+m70+m+nyxay)a

(C m—+n

2:1;1 a7A: b; b/; o - m+n (B - A)ern
FQ:O?“{@B:—;—; my} = 2 )

m,n=0 m+n

b
X "y Fy (a+m4+n,b+m b +n;c+m+n;x,y),

2:1;1 a, A : b7 b/a _ = m-+n (B B A)m+n
F1:1;1|: L .il?,y} =) (-1 il (B). .-

m,n=0 m+n

(@) g (B)py (V)
() (@),

X

2"y Fy (a+m 4+ n,b+m, b +n;e+m,d +n;x,y),

(46)

(47)

(49)

(50)

(51)
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N ca, b Y x B-—A
F;g’% |: A a, b, a ,b, :| _ Z (_1)m+n ( )m+n %

z,y
B,c: —; — 77 — m!n! (B),, ..

(@) (@), (B),, (),

X
(C)m-l-n
o[ abAi—— ] &= B4,
Py [ B: ¢ %y} N mzn:o( Y min!(B),, ., "

(@ msn (O)min

() (@),

X

B[O T ) = 3 i e

¢, B:—;—; m!n! (B)

m,n=0

(@min (0)r

(e

Yy (a+m 4 b+ mie+m 4 nia,y)

1 A: bl . min (B = A)in
P v = Y (e S

¢,B:—;—; m!n! (B)

m,n=0

(), (),

2™y Fs3 (a+m,d +n,b+m b +n;c+m+n;x,y),

2"y Fy(a+m+nb+m+n;c+m,d +nyx,y),

m+n

m—4+n

X ( "y "Dy (b+m, V' +n;c+m+n;x,y),
¢ m+n
A b— — (=)™ (B - A)
] T =
¢,B:—;—; m;_O m!n! (B),,,.
(b)m m, n . .
X 2™y Pz (b+m;ec+m+n;z,y),
(C>m+n
A:b;— > (B—A)
| D S
B: C; C} m;:O m'n! (B)ern
a b
X ((im+7zc(,))ma:my”\111 (a+m+n,b+m;c+m,c +n;z,y),
200 | @, A ——; o men B=A)
Fiaa { B: ¢ x’y] =2 () minl (B),_,
m,n=0 m+n
<a>m+n m, n . / .
X 2™y Vy (a +m+n;c+m,c +n;xz,y),

() (&),

(53)

(55)

(57)

(58)
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1:2;1 A a, b a o - m-+n (B - A>m+n
i ] = N

><<a>m(c()a/>”(b)mxmyn 1(@a+m,ad +n,b+m;c+m+n;z,y), (59)

120 | Araby—; s min B = Anin
Fz;o;o [ . .. x7y:| o Z (_1) mx

b
X(a)m( )mxmyn52 (a+m,b+m;c+m+n;z,y). (60)

<C m+n

Note, these expansions - and - can be proved without symbolic methods
by comparing coefficients of equal powers of x and y on both sides. Indeed, for example,
consider the expansion , the right-hand side of which we denote by

=, . (B=A); [a,p];[b k] a,+7j by + j;
K = L ekl | GOy 61
]Z (B); lonpl; [B k], 7 L ag+7 B+ 557 (61)

Using the definition of the Kampé de Fériet function , the infinite sum (61]) we represent
in the form

o > lc,1,, . - (_1)' j [aap]m+n+j [0, k]m_g-j Lt
k= Y Z j' (B)] (m - J)‘ [aap]m+n+j [57 k]m-}—j '

Considering the following easily verifiable equality for power series

Do AGmaTtm =30 S A, m -

j,m=0 m=0 j=0

and the definition of the Gaussian hypergeometric function, we obtain

- a pern b k]m = [07 l]
K = F(—m,B—A;B;1)z™ —n "
Z;m/apmﬁﬁﬁ T "D,

Hence, by virtue of the Gauss’ formula for the value of the hypergeometric function at
unity, we have

N 1 Pl [0 Kl (A €0
e ZO Il [0, Pl (B K] (Bl [ 8],

m,n

Q.E.D.
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5 Applications

Using the properties (expansion formulas, transformations) of the Kampé de Fériet
hypergeometric functions, the authors of the works [21] and [22] managed to write an explicit
solutions to Cauchy problems for hyperbolic equations of the second kind with single line

Y Uy — Uy — Ny u =0, —1<m<0, NER, y>0

and two lines

of the degeneration, respectively.
Applications of Kampé de Fériet functions and other hypergeometric functions can be
found in more recent works |10-{13] and [32].

6 Conclusion

In conclusion, we note that in 1940-41, Burchnall and Chaundy found expansion formulas
for a certain class of hypergeometric functions of two variables of order 2. In this paper,
expansion formulas were established for hypergeometric Kampé de Fériet functions, the order
of which exceeds 2. As examples, some the Kampé de Fériet functions are expanded into
the well-known hypergeometric functions of Appel and Humbert. Applications of Kampé de
Fériet hypergeometric functions to finding explicit solutions of boundary value problems for
degenerate partial differential equations are indicated.

For the future, it would be interesting to solve the problem of decomposing a triple
hypergeometric functions F® [z, y, z] of superior order (for definition, see 3, p. 44, equation
(14)]) into known lower order hypergeometric functions of one, two, and three variables.
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ON THE OPTIMAL DISCRETIZATION OF THE SOLUTION
POISSON’S EQUATION

The paper studies the problem of discretizing the solution of the Poisson equation with the right-
hand side f belonging to the multidimensional periodic Sobolev class. The research methodology
is based on considering the problem of discretizing the solution of the Poisson equation as one of
the concretizations of the general problem of optimal recovery of the operator T f and using well-
known statements of approximation theory. Within the framework of this general optimal recovery
problem, we first estimate from above the smallest discretization error dy of the solution of the

Poisson equation in the Hilbert metric using the discretization operator (i(N ). & N) constructed

from a finite set of Fourier coefficients of the function f. A lower estimate, coinciding in order
with the upper estimate, for the smallest error jy was obtained by involving all linear functionals
defined on the multidimensional Sobolev class. It should be noted that the optimal discretization

operator ([(N ), N) better approximates the solution under consideration in the Hilbert metric

than any discretization operator constructed from values f at given points. Poisson’s equation is an
elliptic partial differential equation and describes many physical phenomena such as electrostatic
field, stationary temperature field, pressure field and velocity potential field in hydrodynamics.
Therefore, the relevance of the research conducted here is beyond doubt.

Key words: Poisson’s equation, discretization operator, optimal discretization, Fourier
coefficients, discretization error, linear functionals, Sobolev class
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K. 2Kybanos areiagarer AkTebe oHIpJiK yHuBepcureri, Kazakcran, Axkrebe K.
*e-mail: adilzhan 71@mail.ru
Ilyaccon Tenaeyi miemnriMiH onTUMAaJIAbI AUCKPETTEY TYPaJIbl

ZKywmpicTta ol xKarbiHgars! f dyHKusce kenesmemi nepuoiarsl CobosreB KitacbiHa tueciii [lyac-
COH TeHJIeyiHiH IelmiMil qucKkperTey ecebi 3epTresred. 3eprrey ojicHamachl IlyaccoH TeHeyiHiH,
menrMia guckperrey ecebin 1 f omepaTopblH ONTUMAJIIBI KAJIBIITACTBIPY/IBIH, XKAJIIIBI €CeOiHIH KOTl
HaKTBIJIAHYJIAPBIHBIH, Oipl peTiHIe KapacTbIpyFa HEri3/IeJireH 2KOHE YKYBIKTAYIap TeOPUsICHIHBIH,
6eJIriT TY>KBIPBIMIAPBIH Taiigananyra 6arerrragrad. OChl ONTHMAIBI KAJIBIITTACTBIPY/IBIH, XKAJIITHI
ecebi asichrHga aJiabiMeH IlyaccoHn rTenueyinid memnriMin f ¢yHKuschiHbH, Pypbe KoapDUIm-

€HTTEPIHIH, aKbIPJIbl KUBIHTHIFB OOWUBIHINA KYDPBLIFAH (Z(N ),LZN) JUCKDPeTTey oOllepaTOPbIMEH

ruIbOEPTTIK METPUKAIA JUCKpeTTEY/IE Taiiia 60JaThiH eH a3 0y KATeJIr KorapblJIaH OaraJlaHFaH.
Opan opi e a3 0y KarTeJirimid, peri OOHbBIHINA >KOFaprbl OaraMeH OeTTeceTiH, TOMEHFi Oarachl
komnemeM i mepuoarbl CobOJIEB KJIACBIHIIA AHBIKTAJFAH OapPJIBbIK, CHI3BIKTHIK, (DYHKIUSIAPIbI

KapacThIPy HOTUKECIHIIE AJIBIHFAH. ([(N ), 7] N) ONTUMAJIIBI JIUCKPETTEY ONepaTOpPhbl KapacThIPbI-

JIBIIT OTBIPBIIFAH IIENTMI THIb0epTTiK Merpukaia [ (OYHKIUSCHIHBIH OepiireH HyKTelep/Ieri
MOHIepl OOMBIHINTA KYPBLIFAH Ke3 KeJINeH OIEPATOPAH JKAKCHI 2KYBIKTANTHLIHBIH aTall ©TKEH
xkoH. Ilyaccon Tensmeyi mepbec TYBIHIABLIBI JIANCTIK AuddepeHInaaIblk TeHAeYIep KaTapblHa
JKaTaJIbl YKOHE 3JIEKTPOCTATUKAJBIK OPIC, TEMIIEpATYPAHbIH CTAITMOHAPJILIK Opici, KbICHIM epici,
COHJIall — aK, TUAPOIUHAMUKAIAFbI YKBLIIAMIBIK TOTEHIIUAJIBIHBIH OPiCi CUSKTHI Oipas PU3HKAJIBIK,
KyObLIBICTAPBI cunaTTaiibl. COHIABIKTAH, OCBI YKYMBICTA YKYPTi3UIN€H 3epTTeyIiH ©3eKTimiri
eIKAHal KYMOH TYFBI30AfTHIHBI CO3CI3.

Tyitin ce3nep: Ilyaccon Temmeyi, AuCKpeTTey OMEPATOPHI, ONTUMAILI JucKperTey, Oyphe Ko-
s durmeHTTEpl, JUCKPETTEY KATEJIr, ChI3BIKTHIK, (pyHKIMoHaap, CobosieB Kiachl

© 2024 Al-Farabi Kazakh National University
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06 onTuMasIbHON AUCKpeTu3anuu peineHusi ypasuenus Ilyaccona

B pabore m3yuena 3ajiadua JUCKpeTH3aluu penieHus: ypasHenus [lyaccona c mpasoit dactbio f
[IpUHA/IeKaIeil MHOroMepHOMY TepuojimdeckoMy Kiaccy CobosieBa. MeTomonorus uccie 0Banms
OCHOBaHa HA PACCMOTPEHHMH 33/1a91 JUCKPETU3aInuu perteHus ypaBHerus [lyaccona kak omgHON u3
KOHKPETHU3aIiy 0bIeil 3a/1a91 ONTUMAJIBHOTO BOCCTAHOBIIeHHUs orteparopa 1'f U B HCIIOIB30BAHUT
M3BECTHBIX yYTBEPXKIEHUN Teopuu Hpubam:keHuit. B pamMkax 3Toit obieit 3a7a4u ONTUMAILHOTO
BOCCTAHOBJIEHUSI CHAYaJIa OIEHEHA CBepXy HAWMEHbIasl MOTPEITHOCTh Oy IUCKPETU3AINH pPe-
meHusi ypaBHeHusi [lyaccoHa B ruyib0epTOBOil METPUKE C HOMOIIBIO OIEepaTopa IUCKPETU3AIINI

(l~(N ),@N) , TIOCTPOEHHOTO TI0 KOHEYHOMY Habopy kKoaddunuentoB Pypre dyukiun f. Orenka

CHU3Y, COBIAJIAIONIAs [0 MOPSIKY C OIEHKOW CBEpXy, HAMMEHBINEH MOTPEIIHOCTH Jy IOJIyJYeHa
B pe3y/IbTaTe MPUBJICYCHUS BCEX JIMHEHHBIX (DYHKIIMOHAJOB, OIPEIETEHHBIX HA MHOTOMEDHOM
nepuognaeckom kitacce Cobosnena. CireflyeT OTMETHTD, UTO ONTUMAJIBHBIN OIEPATOP JIUCKPETH3a~
187018 (l(N ), (ﬁN> JIydire npub/IrmKaeT B THMIL0EPTOBOIl METPUKE PACCMAaTPUBAEMOE PEIeHre, YeM
J1I0060i#1 orrepaTop AMCKPETU3AIIH, TIOCTPOCHHBIN 110 3HAYEHUsM f B 3a/[@HHBIX TOYKaX. Y paBHEHUE
[Iyaccona sBiisieTcs 3mHOTHIECKUM UM dEPEHITNATBHBIM YPABHEHNEM B YACTHBIX ITPOU3BOTHBIX
U OIMCHIBAET MHOI'ME (DU3MUYECKUE SIBJIEHUsI TaKMe, KAK JEKTPOCTATHIECKOE I10JIe, CTAIMOHAPHOE
IoJie TeMIEPaTyphl, MoJe JABIEHUA W IOJie MOTEHINAJa CKOPOCTH B THApoamHamuke. llosTomy
aKTYyaJIbHOCTD IIPOBEJIEHHOT'O 3/1eCh MCCJIeJOBAHUSA HE BBI3bIBACT COMHEHUN.

Kurouessbie ciioBa: ypasrenue Ilyaccona, omeparop JUCKPETU3AIME, OITHMAJIbHAS JIUCKPETH3a~
nwust, ko3 durmentsr Pypbe, MOrPEITHOCTh IUCKPETU3ANN, JInHeiHbIe QyHKImoHa b, Kiaacc Co-
0oJieBa

1 Introduction

The paper considers the Poisson equation

0%u 0%u

A
with the right -hand side f from the multidimensional periodic Sobolev class Wj = W0, 1)°
with parameters > 0 and s € N\{1}, where A is the Laplace operator, s € {2,3,...},x =
(1,...,25),u =u(z), f = f(x). A

It is easy to check that if > s/2 and f(0) # 0 are true, then for any boundary condition
there is a function w = w(z) € C[0,1]* with Aw = 1 on [0,1)® such that the solution to
equation has the form

uol: ) = @) (0~ 15 3 T ey {ami(m,2)), 2

 4n? r (m,m)

here and everywhere below, the % sign above the sum sign means that the vector m =
(0,...,0) € Z* does not participate in the summation. Conversely, any function of the
form satisfies equation . Since the multiple functional series from is an infinite
object, the problem arises of discretizing (approximating) the solution with a finite object
and establishing the accuracy of the discretization error.
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The first result on discretization of the solution wu,(x; f) was obtained in [1] under
the condition that the right-hand side of is odd and a one-periodic function f(x) =

f(z1,...,xs) on each variable x1, . . ., s belonging to the Korobov class. There a discretization
operator is proposed, constructed on the value of the function at the points
({a1k/N}, ..., {ask/N}), ke {l,...,N} (3)

and approximating solution

1
mezs
with accuracy
In N rB/2+s
o () , (4)
N(rfl)/2+1/s
where {d}—the fractional part of the number d, a;,...,a, is the optimal coefficients on

modulus N and index (.

In [2], the authors, using nodes of a modified Korobov grid, constructed a discretization
operator Ay(x; f), that approximates solution (2)) in the metric of space LP(2 < p < oo) with
accuracy

(In N)(T+2/S)(s—1) (In N)r(6+s)+s
O( Nz ) O\ (5)

in case 1 — % — % >(0and 1— % — % < 0 accordingly. Comparing and , we conclude that
the estimates from , corresponding to the case p = oo, are almost “square times” better
than the estimate (4)).

Further in [3|, using the nodes of the Smolyak grid (see, for example, [4], [5]) and the
results of the article [6], a discretization operator (Jf)y(z) was constructed such that

(]nN)(T+2/S)(S—1) 1 2
TNT—Q—=1/p—2/s) » I—>—=> 07

P s
(r+2/3)(s—1)
sup (o 1) — (Jw(a)l, < @M 12 o )
fEET 15, (lnN)(r(5—1)+257175/p 1 12 O
NT ) P s

Thus, in the case 1 — i — % > ( of the estimate coincides with the estimate @, and
in the other two cases the differences are only in the exponents of logarithms.

In |7], to discretize solutions u,(z; f) with the right side f € E? discretization operators
were used, constructed from a finite set of Fourier coefficients of functions f, and the following
results were obtained: firstly, a specific discretization operator Wy (z; f) was proposed, which
is optimal in order in the power scale in the metric of space L? ; secondly, the error in
calculating the Fourier coefficients was found, preserving the optimality of the discretization
operator; thirdly, Uy (z; f) has a simpler form than the discretization operators Ay (zx; f) and
(Jf)n(zx; f). It should be noted that the order of estimating the error of the discretization
operator Wy (z; f) in one case is better than the estimates of the errors of discretization
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operators Ay(z; f) and (Jf)n(z; f), in the other case it coincides with them. Finally, in [8|
the error in calculating the values of the function at points was found, preserving the
order of estimating the error of the discretization operator from [9] with the algorithm for
finding optimal coefficients. The solution w,(x; f), f € E? discretization operators proposed
in [2], [3] and [7] are optimal in order in the power scale. For the first time, the optimal
discretization operator for the solution u,(z; f) was constructed in [9)], in the case when f
belongs to the multidimensional periodic Nikol’skii — Besov class By ,(0,1)* with parameters
s € N\{1},7 > s/2,1 < 6 < 00,1 < ¢ < 2. Here we note that to construct the optimal
discretization operator from [9], the nodes of the uniform grid of a unit s— dimensional cube
were used.

In this work, using a finite set of Fourier coefficients of a function f € W7, an optimal
discretization operator for the solution u,(z; f) is constructed.

2 Research methodology

Achieving the aim of the research is carried out as a result of considering the problem of
discretization of the solution wu,(z; f) as one of the concretizations of the problem of optimal
recovery of the operator, formulated in [10] based on work [11]. Now we present from [10] the
formulation of the problem of recovering the operator with some clarifications. Let be given
normed spaces X and Y, consisting of functions f : Qx — R and g : {2y — R, respectively,
a functional class F' C X, operator T : F' +— Y and also a function

on = on(z1, .- 2ny) CV x Qy = C(N =1,2,..),

which for every fixed (z1,...,2y) as a function of a variable y belongs to the space Y. Next,
denoting by the symbol {(Z(N), goN)} the set of all possible pairs (Z(N), goN) formed from a N—
dimensional vector (V) = <l§\}), . ,ZE\],V)> with components ZS F — C,. l M.FecC

and function ¢y, for a given class F, space Y, operator T : F' — Y, set Dy C {(l( ), goN)},
we determine the quantity

n(Dn,T,F)y = inf 8y ((I™N), pon), T, F).,, 7
N(Dy )y (z(N),g}v)eDN N(( ©N) )y (7)
(N) e, (N)( £y, .
where 8y (100, ox). 7. F),, = sup [ (T1)0) = en () (1), 5793,
€
In the following presentation, we will call a numerical function cpN(lJ(&)(f), ce lgVN)(f); )

of a variable y a computing unit. For sequences {a, },>1 and {b, },>1 with positive members
we will use a notation a,, < b,, that means the existence of a some quantity Cy(«, 5,...) >

(e 57
0,k = 1,2,..., depending only on the parameters indicated in brackets, such that a, <
Cr(a, 3, .. .)bn for all n € N. And the simultaneous fulfillment of the inequalities a,, §< b,
and b, §< a, is written in the form a, >ﬂ< b,. According to the above notatioris’ and
definitions, the problem of optimal recovery of the operator T': F' +— Y by computing units
(IMN) o) = (l(1 (f),. -, lg\,N)(f)7 -) € Dy in the metric of space Y is to find the exact order

of quantity . i.e., to determine a sequence {¥y }n>1 of positive members that satisfies the
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relation
ON(Dn, T, F)y >ﬁ< VN,

here «, 3, ... are parameters of class F' and space Y') and in the indication of the computing
unit releasing the established exact order, i.e. such that

On((I™,5x), T, F)y it
A computing unit that releases exact order is called an optimal computing unit. The
concretization in of the class F), space Y, operator T': F' — Y and of the set Dy gives
rise to various optimal recovery problems (see, for example, |10]- [14]). Further, following
the works [2], [3] and [7] in this case (Tf)(-) = wuy(+; f) instead of the terms “recovery”
and “computing unit” we will use the terms “discretization” and “discretization operator”

respectively.
In this paper, the discretization problem u,(z; f) is considered as concretization

(Tf>() - uw(a f)7 F = W2r[07 1]S7Y = L2[07 1]87 DN - LN7
where Ly is the set of all pairs {(I™), py)} with linear functionals
Weowr e, 1V wr e,

and a discretization operator (Z~(N ) , o) with the following properties is constructed:
I. The discretization operator (IN), ) approximates in the metric of space L2[0,1]° the

solution u,(z; f) of equation (1) with the right-hand side f € W] with accuracy ]ﬁi(fé’{/)s, ie.,
the inequality
A 1 T(N)py. .
sup s )= B V(). ) |, € 5o (8)

holds for (I™), Zx);

II. Estimate cannot be improved in order;

ITI. The discretization operator (l~(N ),py) is optimal, i.e. an arbitrarily chosen
discretization operator (I"), py) € Ly does not improve estimate (8)) in order.

3 Main Result

First, we give the definition of the class Wj. The multidimensional periodic Sobolev class
W3y = WJ30,1]* is the set of all one-periodic functions f(x) = f(z1,...,2s) by each

variable x1, ..., xs and summable on [0, 1]°, whose trigonometric Fourier coefficients satisfy
the condition
Do fmPmy .+ ml) <1, (9)
mezs
where (m,z) = myzy + ... + myx,, m; = max{1l; |m;|}(j =1,...,s).

Now, using properties I — III, we formulate the main result of this work.
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Theorem. Let numbers s € N\{1} and > s/2 be given. Then for each N = (2n+1)%,n €
N one has the relations

ON (L, (TF)() = uu(5 f), W3 )12 >s';<
, 1
~= 0N <(l L on), (TF)() = (;f)7W2)L2 "= NG (10)
here {(M) consists of components

I0(f) = fmD) = £0),12(f) = fF(m™),...,IN(f) = f(m™)

and the function gy = ¢n(z1, ..., 2N; ) is defined by the equality

N
1 o~
on(z1,y .., 2N @) = ~ 2 kz zrdi(2) exp{2mi(m®) | 2)},
where {ﬁz(l) =0,m?, ... ,T?L(N)} is some ordering of the set
Ap={m e Z°:Imy| <m,...,|mg| <n},
(m®, m*) ™" ke {2,..., N},
dy(z) = )
—Adrtw(x), k= 1.
4 Proof
Everywhere below, for each integer vector m = (my,...,ms) we put |m| =
max{|mi|, ..., |ms|}. The symbol |B| will denote the number of elements of a finite set B.

When estimating the quantity dn (L, (Tf)(-) = uy(+; f), W3 )2 from below, we use the
following lemma from |13].
Lemma. Let s > 1 be a given integer. Then, for each integer N > 1, for any set

G={mW, .. .m(N/)} cz

such that N' = |G| > 2N and |G| =< N, and for arbitrary linear functionals I,.. ., Iy,

defined at lest on the set of all trigonometric polynomials with spectrum in G, there exists

: N ’
complex numbers {c; }4_,, satisfying conditions Y |cx| > N, >~ |cx|? = N; further, if y(z) =
k=1 k=1

N
S e2mim®a) then I (x) = 0,...,In(x) = 0 and ||x|lee = N, [Ix|l2 = V/N.
k=1

First, let us estimate from above the quantity dx((I™), &n), (Tf)(-) = uw(; f), W) 2
For any function f € W the equality

f(m)

(m, m)

n(N (), I (i) = w(@) f(0) — — Z exp{27i(m, z)}

mGA
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holds. Therefore, according to and Parseval’s equality we obtain

Co (e

Further,

wslw £) = BV, TV

3 ()P 3 [f(m)P(mir + ..+ )

(m?+...+m2)2(my +...+m>") —

< ¥ [fm)P(mi” + ... + ™))
= s m%r—i—4 4+ mgr+4

For each m € Z®\ A, there is an index 6 € {1,...,s} such that |my| > n. Therefore,
continuing the expression written above taking into account the inequalities

1 1 1 1

m2r+4 T +—2r+4 < m§7"+4 < n2r+4 <s< N@r+4)/s

1 ms

and we arrive at the inequality ) Lﬁ’:l))@ < N(QTLI) T
meZs\An ’ s

Therefore, according to , the inequality

is true, from where, taking into account the arbitrariness of the function f € W7, we arrive
at the estimate

(12)

wo(ai ) = on Y (), - I ():0)

S N

iy (™, 30), (THO) = w6 £, W5) | € e (13)
Let linear functionals

Weowr e 0wl e c (14)
and function on(z1,...,2n5;9) @ CN x [0,1]° — C be given. For some Cy(s,7) > 0 the

conditions |Uy| > 2N and |Uy| =< N are satisfied for the set

Uy ={me Z°:1<|m| < Cys,r)N*}.

Therefore, due to the above lemma for linear functionals , there are complex numbers
such that

Z |Cm|2 =N (15)

meUn
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and if gn(z) = > ¢y exp{2mi(m,x)}, then

meUn
I gw) =0, 17 (gw) = 0. (16)
The function Cy(s.7)
o 3(S, T
fN(x) - NT/S\/NQN(x)
belongs to the class WJ. Indeed, taking into account {i and the relation |Uy| =< N, we
obtain
—2r —2r [ —or
Z|f +m5)5<<TZN2r/sN(m1 ++ms)s<<r
meUn ’ meUpn ’
1
Cyory 2 lenl @+ 4m) < 5 Z fem|* < 1.
meUn mEUN

Since 0 ¢ Uy, then fy(0) = 0. Therefore, from equality (2) follows

oz ) = Cs(s,r) Z Cm exp{—2mi(m, x)}

47T2NS/T\/_mGU (m,m)
Because
1/2
1 |Cm|2
Uy 2 , 17
sl )l 2 7 (mz (m7m>> (17)

then due to equalities (m, m) = m? + ... +m? < ||m]|? and

(18)

1
||Uw('; fN)“L2 S>>T N(+2)/s

According to the equalities lg\})(fN) =0,... ,l](\],v)(fN) = 0 are true. Hence, taking
into account the inclusion f € W3 we have

sup [l ) = en (8 (Fn), - 180 (0|, =
fewy L
> 2 (s ) = on ), ) st
(s =) = o9 (=), 8 (= ) ez ) =
1

= 5 (s ) = on (0,0 )1+

s =) = o0, 0:)llz2) 2 s o)l
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whence, due to ((18)), we obtain

ON(Ln; (TF)() = el ), W)r2 >

> NGIoh (19)

Therefore, according to (13)) and

5N(LN7 (Tf>() - uw('; f)7 VV;)L2 S 6N((l~(N)7 QN% (Tf)<) = U’w('; f)v VV2T)L2

there are relations . The theorem is proven.

5 Conclusions

1) If we take as a set Dy the set Py of all pairs (™), py) with functionals

V() = FED), L0 () = F(E™),

where €@ € [0,1]* for each i € {1,...,s} then, due to the fact that the Sobolev class WJ
coincides with the Nikolskii-Besov class Bj , from Theorem 3.2, formulated and proven in [9],
we obtain the following inequality on (P, (Tf)(-) = ww(-; f), W3 )2 >

)

This inequality allows us to assert that any discretization operator ("), ) constructed
from the values of the function at given points , including the optimal discretization operator

1
Nr/s*

. 1 1 - exp(2mi(k, x — f(”)))
Py (FED), o f(€M)),2) = — E FEM) x [w(@) - — E
" ( ) N cmesy dm? |||l <t/2 <k’ k)

from [9], where

n N .

Sy = {g(”) = (71,,7> nmEZ0<n; <t(j= 1,...,3)}
for each N = t°(t = 1,2,...), approximates the solution u,(z; f) in the metric of space L?
worse than the discretization operator (l~(N )& N) from the theorem above.

2) The theorem we formulated is a new result in approximation theory, numerical analysis
and computational mathematics. Due to the optimality of the discretization operator we
constructed, this research can be continued by considering the problem of finding the limit
error of the optimal discretization operator, the formulation of which is presented in [10].

3) Another direction of development of the research carried out here is the consideration of
other periodic functional classes ensuring the absolute convergence of the multiple functional
series for each f € F, and normed spaces Y.
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COMPLEX RESISTANCE OF A COMPRESSED-BENT ROD TAKING
INTO ACCOUNT ELASTIC COMPLIANCE OF ITS SUPPORT

This work deals with the urgent problem in the mechanics of a deformable solid: studying factors
of the stress-strain state of a single-span statically indeterminate beam with complex boundary
conditions that is under conditions of complex resistance (axial compression with plane transverse
bending). To solve the problem, both analytical methods (the method of forces in the form of “five”
support moments, the method of initial parameters) and the numerical finite difference method
with a “linear” grid with density n=8 were used. The necessary resolving equations and matrices
are given to take into account changes in the rigidity parameter of the right hinged support
and variations in concentrated and uniformly distributed loads, both along the axis of the beam
and across it. In the final form, diagrams of deflections, bending moments and shear forces were
constructed for specific values of bending rigidity and the degree of elastic compliance of the right
hinge-yielding support. Reliability of the theoretical principles and applied results obtained by the
authors is confirmed on the basis of the given alternative calculation methods.

Key words:complex resistance, elastic compliance of supports, stress-strain state, statically
indeterminate structure, five-moment equation, fictitious reaction of supports, resolution matrix,
finite difference method, boundary conditions, initial method parameters.
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Cepnimai-uiarim TipekTi ecKkepreHgeri ChIFbLIa-UIJIT€H ©3€KTIiH Kyp/aesi keaeprici

By xxymbic medopmaniusianaThiH KATTHI JIeHe MeXaHNKACBIHBIH ©3€KTi Moceseci - Kypesi Keaepri
JKaraafibIHIa OpHAJACKaH KypJesi IeKapaJibiK, MapTTapbl 0ap 6ip apasbIKThl CTATUKAJBIK aHbI-
KTaJMaFaH apKaJBIKTBIH KepHeYJIi-1edopMaIusiIbK, KYHiHiH (hakTOpJIapblH 3epTTEyTe apHAJFAH
(>ka3bIK KOJIJIEHEeH ULIyMEH OCHTIK ChIFbLIy). Moceseni mierry yIniH aHAJIATUKAJBIK dJiCTED JIe
("6ec"Tipek MoMeHTTEPI TYpiHZeri Kymirep oici, GacTanKbl napamerpsep oJici) KoHe KUiiri
n=8 6oJiaThIH "CHI3BIKTHIK " TOPBI OAP CAHIBIK AKBIPJIBI albIPBIM 9J1iCI KOJJIAHBLIAbI. KaxKeTTi 1me-
Iy TeHJeyJep MeH MaTpUIlajap OH YKafbl TOICAJbl TIPEKTIH KATaHJIBbIK IIapaMeTpiHiH e3repyiH
JKOHE apKAJIBIK, OCIHIH OONBIMEH Jie¢ ©3repeTiH IIOFLIPJIAHFaH »KoHe OIpKEeJIKI TapaJifaH *KYKTeMe-
JiepiiH e3repyine MyMKiHmiK Oepesi. COHBIHIA Uiy KATAHIBIFBIHBIH, HAKTHI MOHJIEP] YIH MaRbICY,
Wiy MOMEHTTEPI MEH KOJIJIeHEeH KYIITEPIHIH KoHe OH, »KaK, TOIICAJIbI-MKEeM/Ii TIpEKTEPIHIH cepIiiM/Ii
UKEMJII JI9PEKECiHiH, SI0paJapbl TYPFBI3BLIALI. ABTOPJIAP ajfaH TEOPUSJIbIK Karuiaiap MeH KOJI-
JTAHOAJIBI HOTUKEJIEPIIH CeHIMILTIT Oepiiren HGaama ecenrtey o/liCTepiHiH Heri3iHe pacTaIa/Ibl.
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Tyitian ce3mep: Kyp/esi Keaepri, TipeKTepJiH CepIiMIl ULIrmTiri, KepHeyIi-1edopMaIisIbIK,
KV, CTATUKAJIBIK, AHBIKTAJIMAFaH KOHCTPYKIIUsI, 66C MOMEHTTIK TeHJIeY, TIPDEKTEP/IiH, XKAJFaH Peak-
[USICHI, TIEITy MATPHUIACHI, AKBIPJIBI ABIPBIM 9JIiC, MEKAPAJIBIK MAPTTAP, DACTAIIKBI ITApAMETPJIED
oici.
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CJ102kHO€ CONPOTHUBJIEHUE CXKATO-U3OTHYTOTO CTEPXKHS C YYETOM yNpPyroil moIaTIMBOCTUA €€
OOpPBbI

Hannast paboTa MOCBAIIEHA AKTyaJbHONW 3ajade MeXaHUKN J1ehOpPMUPYEMOTO TBEPJOTO TeJia
— wuccaenoBanue hakTOpoB HanpszkeHHO-AedopMupyemoro cocroguug (HC) ommomnposernoit
CTATUYECKN HEONPENEJUMONl OaJIKM CO CJIOXKHBIMA T'DAHWYHBIME YCJIOBUSIMH, HAXOISIIEHCs B
YCJIOBHSIX CJIOZKHOIO CONPOTHUBJIEHUsI (OCEBOE CxKaTHe € IUIOCKUM IIOIEpeYHbIM u3rubom). s
pellieHusl [IOCTABJIEHHON 3a/[aui NPUMEHEHbl KaK aHAJUTUYeCKue MeToibl (MeToJ]| CHJI B BHJE
«IIATU» OIIOPHBIX MOMEHTOB, METO/ Ha4aJIbHBIX IIapaMeTpOB), TaK U YUCJICHHBII MeTOJ KOHEYHbIX
pa3HOCTell TIpU <«JIMHEHHO#» ceTke ¢ rycroroit n = 8. IlpuBeeHbl HEOOXOAUMbBIE Pa3PEIIAOIIIe
ypaBHeHUd U MATPHUIILI, IIO3BOJIAIONIE YYUTLIBATL U3MEHEHHE IlapaMeTpa *KEeCTKOCTU IIPaBOn
IMapHUPHOI OIIOPBI U BapbUPOBAHUSA COCPEJIOTOYEHHBIMA U PaABHOMEPHO-paCIpeIeIeHHbBIMA
HArpy3KaM#, KaK BJIOJb OCH OaJIKd, TaK W Tomepek eé. B KOHeYHOM BHIE MOCTPOEHBI SIIOPDHI
MIPOruOOB, U3TUOAIOIINX MOMEHTOB U TIOTIEPETHBIX CHUJI JI/IsT KOHKPETHBIX 3HAUEHNH M3TNOHOM yKecT-
KOCTU WM CTEIIEHU YIPYTOi MOJATIMBOCTU IIPABOM IMIAPHUPHO-TIONATINBOM onopbl. JlocToBepHOCTH
MIOJIyYCHHBIX aBTOPaMU TEOPETUYECKUX IIOJIOKCHUN U IIPUKJIAAHBIX PE3yaAbTaToB IIOATBEPXKJCHA
HAa OCHOBE IPUBEJICHHBIX aJIbTEPHATUBHBIX METOIOB pacyera.

KitoueBbie cioBa: CJi0KHOe COIPOTHUBJIEHUE, VIpyTasl IOJATIMBOCTH OIOp, HAIPSI?KEHHO-
1edbOPMHUPOBAHHOE COCTOsIHUE, CTATHYECKHA HEOIpeejinMas KOHCTPYKIIUs, ypaBHEHUE IISITU
MOMEHTOB, (DUKTHUBHAS PEAKIUsi OMOP, Pa3peIlarolias MaTPUIa, METOJ KOHEYHBIX Pa3HOCTEi,
TPaHUYHbBIE YCJIOBUdA, METOJ, HAYaJIbHBIX apaMeTPOB.

Purpose and tasks of the study. The purpose of this work is to study the issues of the
stress-strain state of a rod structure in the form of a statically indeterminate beam with an
elastic compliant support at the right end by analytical and numerical methods based on the
equations of five support moments and using the method of initial parameters. The following
tasks are solved:

- reviewing scientific literature at the time of the study;

- using the numerical finite difference method with the formation of resolution matrices
with the “density” of the linear grid n=S8;

- using the five moment equations to obtain the initial moment diagram (taking into
account the compliance of the right support);

- checking reliability of the obtained theoretical and applied results based on an alternative
method of initial parameters;

- studying the effect of the rigidity of the right support on the parameters of the stress-
strain state of the studied single-span beam under the simultaneous action of both axial and
transverse loads.
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1 Introduction

Structures used in various branches of technology (construction, transport, mechanical
engineering, mine and underground construction) are often in the state of complex resistance
(a combination of several types of stress: tension-compression, bending, torsion, etc.). The
task is complicated in the presence of support points that have a high compliance coefficient,
which significantly affects the stress-strain state of the structures under study.

It is known that the level of stress-strain state of structures is significantly affected by the
presence of so-called extra connections, the number of which determines the degree of their
static indetermination.

The analysis of the stress-strain state of such structures is widely reflected in the scientific
works of domestic and foreign scientists. The essence of the problem lies in obtaining final
results with complex loading patterns (both in the axial and transverse directions), in the
presence, alongside with rigid supports, of supports that have significant compliance in the
direction of their settlement. Elastic compliance is characterized by damping (cushioning)
of supports, which affects the magnitude of deflections and internal forces in statically
indeterminate beams (single-span and multi-span). Among the results obtained in this area
of studies, the following can be noted.

In works [1, 2|, oblique bending of beams under eccentric compression and torsion is
considered, and the calculation of cylindrical helical springs for their axial compression is
also given. Work [3| sets out a method of calculating the strength of structural elements
subject to variants of complex resistance (eccentric tension-compression. oblique bending);
various reference data for carrying out relevant engineering calculations are also provided
here.

In work [4], the compliance of compressed rods with elastic support is studied. taking
into account their supercritical behavior; in this case, large deflections of rods with hinged
supports are studied (the problem of nonlinear elastic resistance). Based on the results of the
analytical study, resolving nonlinear integral-differential equations were obtained; the variant
of loss of stability in the form of a mechanical “clap” was analyzed.

Study [5] provides an analysis of the stress-strain state of a rod on an elastic foundation
with initial deflections and elastic-yielding fastenings at the ends (the following types of
deformation are taken into account: bending. linear. shear). In a particular case, for linearly
elastic fastenings at the ends of the rod. its supercritical behavior was also studied.

In work [6], the problem of supercritical behavior of an elastically fixed (non-rotating)
rod is considered on the basis of the iterative method in determining its displacements.

In works [7-9], the flexibility of supporting steel beams on columns (racks) was studied.
In works [10. 11]. a method was proposed to take into account compliance in the nodes of
metal structures. Study [12] deals with the issues of regulating the level of supports in metal
structures by changing the values of their rigidity (or compliance).

The authors of works [13-15] studied the operation of continuous beams of constant and
variable cross sections both when they are supported on an elastic continuous space. and
when they are supported on elastic-yielding supports; The study was carried out using the
analytical method of five supporting points. The Winkler model was used for the elastic
foundation of the structure.

Based on the above review of previously published scientific works, this article continues
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studying this field of mechanics of a deformable solid for cases of complex resistance in the
presence of an elastic-yielding support at one of the ends of a single-span beam.

In this regard, this work sets the purpose of studying structures taking into account the
above factors.

2 Theoretical propositions and calculation methods

The object of analysis is a single-span statically indeterminate beam in the compressed-bent
state in the presence of a hinged support with the corresponding compliance coefficient “C”
(Fig. 1, a).
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Figure 1: Design diagram of a compressed-bent beam with an elastic-yielding support B:
a) design diagram of a beam with an elastic-yielding support B; b) the basic force method
system; c) diagram of bending moments (M) from shear forces P,, ¢,; d) a fragment of
a regular linear grid; f) diagram of deflections (yc,m) (without taklng into account the
settlement of the support B); g) calculated diagram of deflections (M) taking into account B
settlement

To solve the purpose, there should be used the numerical finite difference method [16. 17].
The initial differential equation of compressed-bent rods has the form [18]:

dQ?/ 2 MO
prERAR Aty 3 (1)
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where y = y(z) is the required function of the beam deflection

N,
2 x
= 2
o= (2)
is the parameter of the longitudinal axial load P, effect (Fig. 1,a) (N, = —F,); My is a

bending moment from the initial transverse load P,, ¢, (Fig.1,a); EJ is the beam flexural
rigidity.

Before applying the finite difference method to implement equation , it is necessary to
construct a diagram of bending moments from a given load P,, ¢,, taking into account the
elastic compliance of support “B”. To do this, there should be used the method of equation
of five support moments [18, 19|. The basic system of the force method is given in Figure 1,
b (C is the compliance coefficient of the support B).

For node A (Fig. 1, b) (Mp=0; Mo =0): ({,, =Ly =0; b1 = L)

0aaMa~+daMp+ Aap =0.0r 04 aMs+ Asp =0. (3)
TP S S G N (4)
AA — Unn — 3E.J €2a AP — nP—EJ f B

3 w3 s 2(6)
AR = =P+ =12 = 27 + 18 = 45(tm?
P, ¢
Rp= 2+ % —646=120).
2 9
45 0.87-1073
A AP=39 08 6
According to (3)):
Aup 13.58205 - 1073
My=— =~ =24.233 (tm). 5
4 6a.A 0.560483 - 103 (tm) (5)

Let’s write down equation in finite differences for the i-th node of the regular linear
grid (Fig.1, d):

Mo i
EJ

1
= (Y — 20i + o) + QFyi = —
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or

Mop\?
i (6)

Let’s pre-calculate the load parameters «;(i = 1.2.3.7.8) (N; = £P, = 120 t)

Yi (24+ GN) + (ye +ye) = —

N; 120 - 36
A% = (0.1250)* =7 = 0015625 (W) = 0.01776316;

My, 12.7673 s ) L
Ap = — —3.3598- 1073 (0.75)% = 1.8899-1073:
Y= BJ T 38.10° (0.75) ’

Aop = 0.3593-1073 ; Asp = —1.0053-10%; Aup = —2.2036 - 1073;
Asp = —1.9021-10 —3; Agp = —1.436-1073; A;p = —0.8006 - 1073.

The system of resolving finite-difference equations for the beam obtained from expression
(5) (Fig. 1, a) is given in Table 1.

Table 1: Matrix for calculating a compressed-bent rod (Fig. 1, a)
Y1 Y2 Y3 Ya Ys Ys Y7 Right part
-1.982237 | 1 1.8899 - 107
1 -1.982237 | 1 0.3593 - 1073
1 -1.982237 | 1 —1.0053 - 10°
1 -1.982237 | 1 —2.2031-103
1 -1.982237 | 1 —1.9021-1073
1 -1.982237 | 1 —1.436-107°
1 -1.982237 | —0.8005-10~7

In the matrix form system of linear algebraic equations (SLAE) (6]) presented in Table 1
wull take the form

| O O | W DN~

A =P (7)

The SLAE @ solution gives the vector of deflections at the nodes of the linear grid (Fig.1,
a), that is:

T=4atF (8)

A~1 is the reverse matrix.

To assess reliability of the obtained results of deflections 7 @, let’s construct a diagram
of deflections for the beam (Fig. 2) (without taking into account elastic compliance of the
support B (taking ¢ = 0):

_ ¢ _ -3. _ —3.
baa= g7 = 0526316107 Ay p = 11.842:107 (9)
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; . _ _ 11.842107% __
According to (3): M4 = —onae=s = —22.5 tm.
Comparing values (5, 10), one establishes that the presence of an elastic-yielding support
“B” in the beam (Fig. 2, a) increases the value of the bending moment M4 in relation to the

rigid support by (7.7%):

24.233 — 22.5
d=————-100% = 7.7%.
22.500
’ =2t
0) prta=22,5tm P =12t qy=24/m
() ' Y W W S 0 D W éHPx:?Z@‘
= ONICEN I GO
4 =0,75m @ @ =, 75m 1 @
& 2=3m Z=3m
Ra=]15 75t [=6m RyS5,25¢
A
b)
2 m ] i
ey = = i
4-"’
>, E‘D W
o) —

Figure 2: Calculation of a compressed-bent beam with rigid support B: a) design diagram
of a beam with rigid supports A. B; b) diagram of bending moments M,. tm (without taking
into account the axial landing forces of the support B); ¢) diagram of deflections yi (without
taking into account the axial force P,); d) diagram of transverse forces (without taking into
account the axial force P,)

Figure 2, b shows a diagram of the bending moments of a compressed-bent beam with
absolutely rigid supports A and B (without taking into account the effect of the axial force
P,, constructed by the initial parameters method [20]). (My = Ma = —22.5tm; Qo = Qa =
Ry =15571t) (Yo =ya =0; 0y =04 = 0.0):
z—0)° (z —3)° 2(x—0)4.

—12 :
6 24

—0)?
EJy = —22.5 % +15.75.

or

EJy = —11.25 (2)° + 2.625(z)* — 2(z — 3)° — 0.0833(x)"; (10)
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a = ﬁ (—5.247069) = —1.38081 - 1072 (m) ;
b) (x — Lsm: Yo = —4.4408 - 1073 (m) ;

¢) (x =225m: y3 = —7.6813- 10_ (m);

d) (z =3.0m): y4 = —9.7698 - 1073 (m) ;

e) (v = 3.75m): = —9.7626 - 10 3 (m);

f) (z = 4.5mm: yg = —7.771 - 10™%m;

g) (x =5.25m): y; = —4.2944 - 1073 (m) .

The diagram of the beam deflections with absolutely rigid supports A and B (without
taking into account the effect of the axial force P,) is shown in Figure 2. c.

Let’s calculate the ordinates of the diagram M (Fig. 2,b):

(0.75)

M; = Ry -0.75 — g =8.25-0.75 — (0.75)% = 5.625 (tm) ;

Mg =10.225 (tm); My = 13.50 (tm); M, = 15.75(tm); (11)

Mz =7.785(tm); My = —1.125(tm); My = —11.25(tm); My = M,, = —22tm.

Let’s build the diagram of the beam transverse forces with absolutely rigid supports A
and B (without taking into account the effect of the axial force P,):

Qa = Ra=15.75t; Q1 = 14.25; Q2 = 12.75; Q5 = 11.25; (12)

QI* =15.75 — 2.3 = 9.75: Qy9" = 9.75 — P, = 9.75 — 12 = —2.25.

3 Research results

Based on equation using the data in Table 1, the values of deflections at the nodes of the
linear grid were obtained (Fig. 1, a) taking into account the elastic compliance of the hinge
support “B”:

yr=1.013-107%(m); y3 =3.914-107% (m); v; =7.167-107°%(m);
yi =9.402-107° (m);yi = 9.417-107% (m); yi =7.514-107%(m); (13)
ys =4.161-107° (m).

The diagrams of deflections y; (i = 1.2.3.4.5.6.7) are presented in Figure 1,e.

Let’s determine the settlement (displacement. deflection) of the elastic-yielding support
“B” [(¢=0.87m/t); the value of the support compliance coefficient|: (Rp = 7.961 ¢ (Fig. 1,b)

yp = Rp =7.61-0.87-107%. or yg = 6.926 - 1073 (m) . (14)
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Taking into account expression based on the method of initial parameters [20], let’s
construct a diagram of deflections y; (Fig. 1.f), calculating the ordinates of this diagram (the
origin is at point “B”). Along the cross section (m-n) (Fig. 1.b) there is:

7.961 12 p
EJy=—EJ 6926107 + QEJu + ~z— 2’ + = (v - 3)° + T (15)

With the initial conditions, z = 6m; y4 = 0.0; from there are determined the 6,
values:

EJfy = —16.38 (16)
By substituting into (with EJ = 3.8 - 1073tm?) there is obtained:

y = 1073(—6.926 — 4.31x + 0.34922° — 0.5623 (v — 3)* — 0.02137 - %) . (17)

According to there are calculated deflections at the design nodes i = 1.2.3.4.5.6.7. B:

ya = 0.0; y; = 1.6627-107%; y, = 5.1607 - 1072; y5 = 9.1369 - 10~3;
ys = 12.1585 - 1073 y5 = 13.1936 - 1073; 35 = 12.3206 - 1073; (18)
y; = 10.018 - 1073; yp = 6.926 - 1073,

Based on [18], p. 467-468 and with the use of equations of the initial parameters method,

K =1.15-10° (t/m) is the spring stiffness coefficient in the support “B”, the origin of the
point (at point “B”). The initial parameters (at point “B”) are as follows:

M (0) = 0; Q(0) =Ky (0);y(0) # 0; 5 (0) # 0; (19)

P, =12t; P, = 120t; K =1.15 - 10° (3) L EJ=38-10° (tm?); (= 6m;
M
Rp = 7.961t (support reaction); a? = % = 120
P, a=0.1777.
The boundary conditions (at the point A):

T3105m2 is the parameter of the axial force

y(0)=0; y(0)=0. (20)

The equation of the method of initial parameters (|18, formulas 2.35 <+ 2.38, p. 461)
(taking into account condition (19)):

R P,
(az — sinaz )4 —z® — Y

sinaez Ky (0)
: — z
6L.J 6L.J

q
- 57 (z—3)° Y4 (21)

y(2) =y (0)+y(0)
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i I/

Figure 3: Design diagram of the beam for the method of initial parameters

Ky (0) Rp , P 3 q
PO — o _ 1— — Y (z—3) — 2L ;8 22
y (z) = y'(0)cosaz Yol (1 — cosaz )+2EJZ 2EJ(Z 3) cE]” (22)
Based on condition ([20]), there are written down equations (21, 22)
sinal/ Ky (0) . Rp P, 3 q
0= '(0) - — (—sinal )+ —=0 — (0 —3)" — —L_¢* (23
vy (0)- == = gy @t sl )+ gpFl =5 =3 —gagy s ()
Ky (0) Rp , P 3 4
=y — 1— B ) —y 24
0 =4/ (0)cosal 2E] ( cosa€)+2EJ€ 2EJ(€ 3) 6EJ€ (24)
By solving (23, 24) together, there is obtained:
a = V31581073 = 0.1777;sinal = 0.860; cosal = 0.4840;
Instead of (23, 24), there is obtained:
—9.1933 - 3 (0) + 4.936-1/ (0) = 0.0426 (25)
—4.9826 - y (0) + 0.4801 - 3/ (0) = 0.03316.
From here:
y(0) = —7.097 - 1072y (0) = —4.588 - 107° (26)
By substituting into equations (23, 22), there is obtained
y(2) = 1073 - (=7.097 — 25.819 - sin (0.17772) +382.78 [0.1777z — sin (0.17772) )+ o)

+0.52632(z — 3)* — 0.021932*
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- the equation of the compressed-bent rod deflections with elastic compliant support B.

y (2) = 107% - (—4.588cosaz 4 68.017 (1 — cosaz ) — 1.5789(z — 3)* — 0.087722°  (28)

- the equation for the angle of rotation.

Based on , let’s build the diagram of deflections for a compressed-bent beam with
elastic compliant support B (Fig. 1.f).
Table 2: (o = 0.1777). Parameters of equations (27, 28)

Z.M sinaz oz — sinaz az cosaz
0.75 (7 node) | 0.130 0.003275 0.1333 0.991
1.5 (6 node) 0.257 0.0035 0.2666 0.9651
2.25 (5 node) | 0.3890 0.010825 0.3998 0.9211
3.0 (4 node) 0.508 0.0251 0.5331 0.8612
3.75 (3 node) | 0.6210 0.045 0.6664 0.785
4.5 (2 node) 0.717 0.08265 0.7997 0.6967
5.25 (1 node 0.802 0.13025 0.9329 0.595

)
a) (z = 0.75) (7 node): y; = 10~°(~9.2068);
6

b) (z = 1.5) (6 node): ys = 1073(—12.503774);
c) (z =2.25) (5 node): y5 = 1073(—13.559);
d) (z = 3.0) (4 node): y4 = 1073(—11.2333);
e) (z =3.75) (3 node): y3 = 1073(—10.4627);
f) (z = 4.5) (2 node): y, = 1073(—4.7720);
g) (2 =5.25) (1 node): y; = 107%(—0.3434);
-3
K=115-10° (m); c= % = 0.87 - 10T o EBJ,=38-10° (tm?)

Let’s calculate the bending moments according to formulas ([18]. 2. 37. p. 461):

1.15-10% - 7.097 - 1073
M (2) = —0.1777-10-4.588 - 10 *sinaz — REes sinaz —12(z — 3)—2% (29)

1.5m) (6 node): Mg = 42.0307 - 0.257 — 2.25 = 8.852(tm):;
— 0.75m) (7 node): My = 42.0307 - 0.13 — 0.5625 = 4.9015(tm);
i) Mg = 0 (hinge in the support).

Q (2) = 7.611 (cosaz ) — 12 — 2z — P,y (2); (P, = 120t) (30)

Qo = 1.15 - y(0).



88

Complex resistance of a compressed-bent rod taking into ...

o) (A m P,=12t q,=2t/m
P P P 20 W e P
5@@@®EJX@®£#(X
3
Rp=15,952t f—m |Re=7,867t
n X j
N
AN
b} ™
S
d
_ T
oy :
+

i =it e
&=7.8079

13550

g/ 7

=gz

#e=t,

=t JF10)

LTI D)

Figure 4: Designing a beam with the use of the initial parameters method: a) design diagram
of the beam; b) design diagram of the moments taking into account the compliance of the
support B (M} ;tm); ¢) design diagram of transverse forces Q; (taking into account the axial
force and compliance of the support B); d) design diagram of deflections (y;, m) taking into
account the settlement of the support B; e) design diagram of the rotation angles (v}, rad)
taking into account the settlement of the support B

Table 3: Parameters of equations (29, 30)

z 0.0 0.75 1.5 2.25 3.0 3.75 4.5 5.25 6.0
y'(2)-10% | -4.347 | -3.9776 | -2.3501 0.1413 | 3.1211 | 5.508 5.8871 | 4.1305 0.0
P.y'(2) 0.522 0.4496 0.266 -0.016 | -0.353 | -0.623 | -0.666 | -0.4676 0.0
0()(x) | 4389 |- - - - - - - -

cosaz 1.00 0.991 0.9651 0.9211 | 0.8612 | 0.785 0.6967 | 0.595 0.484
Based on [21], p. 45:

1) Expression for deflections n = (/45 = /5225 = 0.1777(m") — the axial force

parameter, (y,.00.My.Qo are the initial parameters of the method).
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2) The resolving equation is:

sinnx cosnr — 1 sinnx — nx

= 0
v 0t gy Mot gy 9of (31)
1 L 2,2
ngE(]Zi:Pi[n(x—ai) —sinn (r — a;) ] + n4qEJ (n; + cosnz — 1> :
where
sinnx cosne — 1

0= 0 — M, o

cosnxty 7 Mo + ol Qo+

1 n
+n2EJ2i:Pz‘[1—COSTL($—a¢) ]+n3qEJ (nx — sinnz ). (32)

Based on Figure 3 and equations (31, 32) there is (the beginning of coordinates at the
point B):
a) Initial conditions (at the point B):

My=0; Qo=K-yo=1.15-10%j, (32)

K =1.15-10%/m is the coefficient of the support B rigidity, yo = yp.
b) The boundary conditions (with z = ¢ = 6m) (at the point A):

M (€) #0;Q (€) # 0;y (£) = 0.0 (€) = 0.0, = yp. (34)

Taking into account (33, 34) and according to (31, 32) there is (along the m-n section
(Figure 4), see Table 2)):

! X
(0.1777)* - 3.8 - 107

0 = yo + 5.6275sin(1.0662 )8, — P,

sin (1.0662) — 0.1777 - 6
(0.1777)% - 3.8 - 10°

x {0.1777 (6 — 3) —sin [(0.1777) - (6 — 3)] } + o X

0.1777)* - 62
% (1.15 - 10%) — d ( + cos (1.0662) — 1
( ) (0.1777)* - 3.8-10° 2 ( )
1
0 = cos (1.0662) 6, — P, 017772 38 10° [1—cos[(0.1777) (6 — 3)] | —
q cos (1.0662) — 1

— (0.1777 - 6 — sin (1.0662) ) +

X
(0.1777)* - 3.8 - 10° (0.1777)* - 3.8 - 10°
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x (1.15 - 10%)yo.
or
—9.323y, + 4.9230 = 0.041495. Yo = —6.842 - 1073 (m)
—4.94526y, + 0.48460, = 0.031988. 0y = —4.347 - 1073(rad).

Let’s calculate the ordinates of the beam transverse force diagram Q) (taking into account
the axial force P, and elastic compliance of the support B) (Fig. 4, ¢), (|21], formulas 24, 25,
p.46) (P, = 1201):

M

Q. = o = n*EJcosnx 0y + cosnz 0y + P, (cosn (z —a;) + + D inna ) + P.0(2);
x n

Q. = (0.1777)* - 3.8 - 10%cos (1.0662) (—4.347 - 107%) +

+cos (1.0662) (—1.15 - 10* - 6.842 - 107°) + 12 - cos (0.5331) +
+11.255sin(1.0662) + 120 - 6(2);

a) x = 6m; Qa = —0.025246 — 3.808 + 10.334 + 9.693 + 0 = 15.953t;
6) 2 =0; Qp = —7.8679¢;
Checking the calculation (checking the equilibrium of forces on the Y axis): Y Fy, = 0;

Qa+Qp—P,—q,-{=0:;15.952 4 7.8679 + 12 + 2.6 = 0;

23.8200 ~ 24.

The error is: 6 = 0.750% < [0 = 5%] (the calculation was made correctly).

The @F ordinates are calculated in Table 4 (taking into account the data of Tables 2, 3;
the beginning of coordinates is the node B, Fig. 4, a).

Table 4: Ordinates of the )} diagram

No.| &,m | 0.1777x| (x —3) x| (z — 3) 0.1777 sinnx | cosnx | cos(n,z) Q.1
(nz) | (mz) | (nx)
A |6 1.0662 | 3.0 0.5331 0.86 0.484 0.8612 | 15.952
1 5.25 | 0.933 2.25 0.400 0.802 0.595 0.9211 | 14.6201
2 4.5 | 0.800 1.5 0.266 0.717 0.6967 | 0.9651 | 13.1398
3 3.75 | 0.666 0.75 0.133 0.621 0.785 0.9911 | 11.6735
4 3.0 [0.5331 | 0.0 0.0 0.508 0.8612 | 1.0 -
1.8608
) 2.25 | 0.400 - - 0.389 0.9211 | - -
3.3657
6 1.5 | 0.266 - - 0.257 0.9651 | - -
4.9386
7 1075 (01333 |- - 0.13 0.991 - -
6.4023
B |00 |0.0 - - 0.0 1.000 - -
7.8679
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Q. = —0.521613cos (0.1777x) — 7.8683cos (0.1777x) +

+12c0s [(0.1777(x — 3)] + 11.255sin (0.1777x) + 120 -6 ().

Q. = —8.3899cos (0.1777x) + 12cos [(0.1777(x — 3)] +

+11.255sin (0.1772) + 120 - 6(x).
Based on the values in Table 4, there was built the @} diagram (Fig. 4, c).

4 Conclusions

1) In this work, a study of the stress-strain state (SSS) of a single-span statically indeterminate
compressed-bent beam was carried out that is under conditions of complex resistance, taking
into account the elastic compliance of the hinge support B.

2) The initial diagram of bending moments that was constructed by the force method
based on the equation of five support moments, taking into account the compliance coefficient
of the support B with the value ¢ ¢ = 0.87-1073 (%) (Fig. 1, ).

3) The diagram of beam deflections (Fig. 1,f). taking into account along with the
transverse forces P,, ¢, and the action of the axial force P, is constructed taking into account
elastic compliance of support B with the use of the numerical finite difference method with
a regular linear grid of density n=8.

4) In Figure 2, ¢, d, the calculated diagrams of bending moments and transverse forces are
given, taking into account longitudinal-transverse bending and elastic-compliance of supports
B.

5) In Figure 2 c, d, the calculated diagrams of bending moments and transverse forces are
given. taking into account longitudinal-transverse bending and elastic-compliance of supports
“B”.

6) Based on the studies carried out, the following was established:

a) taking into account the action of the axial force P, alongside with the transverse
forces P, q,, as well as taking into account the effect of the elastic compliance of support B
(c=087-1073 (%) is the compliance coefficient) compared to the absolute rigidity of this
support, significantly changes the nature and ordinate values of the bending moment diagram
(compare Fig. 1,c and Fig. 4,b);

b) the diagrams of transverse forces do not significantly change the nature and magnitude
of the ordinates of the diagram of transverse forces (compare Fig. 2,d and Fig. 4,d); the
deflection diagrams (compare Fig. 1,e and Fig. 4,d) differ significantly. In this case, the
magnitude of the deflections at point 5 is by (1,39) times greater when taking into account
the settlement of the support B;

c¢) the diagram of rotation angles, taking into account the axial force P, and the elastic
settlement of the support B, has the largest value at node 2 (see Fig. 4,e); in this case,
the angle of rotation at point 5 approaches zero; here the deflection reaches its maximum.
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Figure 2 c¢,d shows the design diagrams of bending moments and transverse forces taking into
account the longitudinal-transverse bending and elastic compliance of supports B.

7) The theoretical principles and applied results presented in this study can serve as the

basis for calculations and design of core elements of various buildings and their structures
that are used in the field of construction, mechanical engineering,. transport. mine and
underground construction.
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MODELING AND INVESTIGATION OF THE INFLUENCE OF LOADING
MODE ON THE DEFORMATION PROCESS OF ASPHALT CONCRETE
MATERIALS

The article considers a problem of calculating the deformations of forward and reversed creep
tension of rheonomic materials. The hereditary theory of creep by Yu.N. Rabotnov is used to
describe the nonlinear deformation process. Proposed a method for determining the necessary
material characteristics from forward and reversed creep data. During the experiments, there were
tested two batches of asphalt concrete samples. Also, was shown behavior of asphalt concrete
at cyclic increasing and constant loading modes. At a temperature T = 24°C were tested 10
samples at cyclic increasing loading mode. Cyclic stresses were equal to 0.041; 0.074; 0.111; 0.148;
0.183 MPa and duration period between loading and relax period were chosen to be 570 seconds.
At cyclic constant loading were investigated individual samples for the parameters of forward
and reversed creep at stresses of 0.041; 0.117 MPa. Then, investigated the affect of reloading two
reversed creep process of asphalt concrete samples. From first batch of samples were tested 9
samples before destruction with a period 65 seconds: forward creep of samples at o = 0.3053 MPa
for the following 5 seconds; reversed creep at o = 0 for the following 60 seconds. From the second
batch of samples were tested 11 samples of asphalt concrete before destruction with a period 70
seconds: forward creep o = 0.3053 MPa for the following 10 seconds and reversed creep at 0 = 0
for the following 60 seconds. Test results showed that the level of return of second batch increased
than the first batch of samples.

In the work were tested 5 samples of asphalt concrete according to the direct tensile scheme until a
complete failure. Test temperature was T' = 22 —24°C'. For each level of loading with constant rate:
0,6519; 0,4678; 0,0580; 0, 0489; 0,0055 MPa*~!. Using experimental data, were found parameters
of the deformation at different constant rate of loading. As a result, all samples fractured brittle
at small deformations.

Key words: cyclic loading, loading rate, asphalt concrete, forward creep, reversed creep,
deformation, loading, unloading.
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Maxkasama peOHOMIIBI MaTEePUAJIAPIBIH, CO3BLIYFa CHIHAY KEe3IHIeri Typa KOHe Kepi KbLIKbIMar-
JIBUIBIK, JTehbopMaIisijIapblH ecenTey KapacThIpbuiaibl. CBIZBIKTBIK eMeC JeOpPMAIUsIIAHY MIPO-
necin cunarrayga FO.H. PaboTHOBTBIH, XKBITKBIMAJIBLIBIK, MYPAJIBIK, TEOPUSICHI KOJITAHBLIAbI. Ty-
pa KoHe Kepi KBLIXKBIMAJIBLIBIKTBIH, ToXKipube ik OepinreHaepiHeH MaTepHUAJIbIH, KasKeTTi cu-
raTTaMaJapblH aHBIKTAY 9JlicTeMeci YChIHbLIabl. HoTuKecinie ajJbIHFaH aHBIKTAYBIIT TEeHJIEYIep
achasbTOETOH VIITiIepiH CO3bLIyFa ChIHAY KE3iHE Typa *KoHEe Kepi KbLIKBIMAJIBLIBIK, 1edopMalii-
SICBI ecenTeyepiHe KOIaHbLIIbl. 3epTreyie achanbrbeToH Yiriiepitiy eKi mapTusichl ChIHAJJIBL.
AcdanbrOeTOHHBIH, 6Cyl MEH TYPaKThl HMUKJ/IIIK »KYKTeMe HUKJJIK pe:kKUMiHgeri Kyiii kepceri-
ai. Hukiaik ecy xkykremecinge 1T = 24°C' remneparypaja 10 achanbrbeTon yirisepi cbiHAIIDL.
Kepueysep mowni: 0,041; 0,074; 0,111; 0, 148; 0, 183 MIla, ay »KyKTey Mepuojibl MEH THIHBIFY TIEPHU-
OJIBIHBIH, Y3aKThIFbI 570 cekyHaTKa TeH 6osabl. IMKIIiK TypakThl XKYKTEeMe/le ChIHAY KepHeyJsepi
0,041; 0,117 MIIa acdasbrOeTOHHBIH, KEKeJEreH YITLIEpl Typa KoHe Kepi KbLIZKBIMAJIBLIBIKKA
zeprresi. AcdasbTOeToH yiriepinin KaiiTa XKyKTey Ke3iHjeri Kepi »KbLIzKbIMAJIBLIBIK, IIPOIECIHE
ocepi Jie KapacThIPLLIIbI. YJATiaep aiH OipiHmi mapTuschblHaH Kupayra Jeiin 9 yiari 65 ceKyHITHIK,
IIEPUOJILIMEH ChIHAJIBI: VITLIEPIiH Typa KbUIKbIMaJIBLIBIFGL 0 = (.3053 MIla 6osranga 5 cekyH
00iibl; Kepl KbURKBIMAIBLIBIK, 0 = 0 Gosranma 60 cexynm 6oitbl. ExinHmI napTusHBIH, JaiiblH/Ia-
maceiHaH 11 acdanbprberon yirisepi Kupayra mgeitin 70 CEKyHITHIK IIEPUOIBIMEH CHIHAJIBL: TYPa
KBLTKBIMATBLIBIFEI 0 = 0.3053 MIla 6omranma 10 cexkymm OOHBI; Kepi KBLIKBIMAIBLILIK, 0 = 0
oosrana 60 cexyH 1 60iibl. ChIHAK HOTHKEJIEPIHEH eKiHIIl HapTus JaiblHIaMa YIrIepiHis KaiTy
JieHreil OipiHIM MapTUSIAH aJbIHFAH YTLIEpI KAUTy JIeHreiliMeH CaJIbICTBIPFaH I YIIFaiiFaHbIH
KOpCceTTi.

Beprrey )kymbichia 22 — 24°C' Temneparypasia achabTOeTOHHBIH, 5 YITICIHEH TYPAKTHI XKYKTEY
KBUITAMIBIFBIHIA KAPAYFa JIeiin co3bury cxemachl Ooftbrama cerrasas: 0,6519; 0,4678; 0, 0580;
0,0489; 0,0055 MITa“®¥~1, Dp6ip KyKTey KBbLIIAMIBIKTAPBIHIA TOXKIpUOeTiK Gepiareniepi KoJ-
JIAHA, OTBIPHII, KBLIKBIMAJIBLIBIK, AeOPMAIIAACH MOHIHIH ITapaMeTpJiepi TaObLIIbI, HOTUXKECIH/ e
GapJIbIK, yITlIep a3 gedopMalusiia MOPT KUPAFaHbIH KOPCETTI.

Tyiiin ce3aep: NUKIIK KYKTEMe, XKYKTETY KbLIIAMIBIFbI, achalbTOeTOH, TyPa KbLIZKBIMAJIbI-
JIBIK, KePi KbUIXKBIMAJIBLIBIK, JedopMalinsi, XKYKTeMe, KyKCizey.
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MopesmmpoBaHue U UCCJIEJOBAHUE BJIUSHUS PEXKUMA HArPY>KEHUs HA MPOIECC
nedopMupoBaHus achaIbTOGETOHHBIX MaTEepPUaJIOB

B cratbe paccmarpuBaeTcs 3amada pacdera gedopManyii mTpaMOi u OOpATHON MOM3YIECTH MIPH
pacTs>KEHNU PEOHOMHBIX MarepuaJsoB. JLis ommcaHus mnporecca HeJUHERHOro 11edOPMUDPOBAHMS
UCIIOJIB3YyeTCsl HacjielcTBeHHast Teopus noJydectu HO.H. Pabornosa. Ilpemjaraercs meromuka
orpejiesieHUsT HEOOXOMMBIX XapaKTePUCTUK MaTepuaja U3 JIAHHBIX MPIMOl U ODPATHON MOJIBY-
gectu. [losydernabie B pe3ysibTare OMPEIe/ISONne YPaBHEHNsT allPOOUPOBAHBI Ha, 3a/[a1€ PACIETa
nedopMaruii mpsiMoii 1 0OPATHOI O3y IeCTH IPU PACTsiKeHnn acdasibroberona. Bouto ucnbrrano
JBe mapTun 006pasnos acansbrodberona. Ilokazansr moBesenne achabTOOETOHA B PEXKUME ITUKIIH-
YeCKUu BOSpaCTaIOI]Leﬁ U IIOCTOSTHHOM Harpy3Ke. CXel\’IbI HUCHbITaHUU B PE2KUME NUKJINYIECKU BO3pac-
TaroIeil Harpy3Ke ucibiTanbl 10 obpasios acdaabroberona mpu remueparype 1 = 24°C. Hampsi-
KeHus B muKJjax Obtn pasabivu 0,041; 0,074; 0,111; 0, 148; 0,183 MIla, a npogoKuTe/ ibHOCTh
[I€PUO/Ia HATPYKEHUS U IEPUOA OTAbIXa ObLIu BEIOpaHbl paBHbIMEU 570 cekyH . CXeMbl HCIBITAHUN
B PEXKUME [IUKJNIECKHU [TOCTOSHHON HAIPY3Ke UCCIEI0BAHbI OTAE/IbHbIE 00pa3Ibl achaabrodbeToHa
Ha TapaMeTpbl IpsMoit 1 obparHO monasydectu npu Hanpsikerusx 0,041; 0,117 MIla. Takxke
HCCJIEIyeTCsI BIUSIHUASI IOBTOPHOT'O HATPYKEHUsSI Ha IIPOIECC OOPATHOI HMOJI3ydecTH 00pa3IoB ac-
danbroberona. V3 mepBoit mapTuu 3aroTOBOK UCIBITAHBI 9 00pA3I0B 10 pa3pyIIeHus C IEPUOIOM
65 cexynm: mupsimas moszydectun o0pasnos upu o = 0.3053 MIla B Teuennu 5 cexymnm;
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obparHas mos3ydectb npu 0 = 0 B Teuenun 60 cekynn. V3 BTOpoit mapTuu 3arOTOBOK OBLIH
ucnbiTanbl 11 006pa3noB no paspyirenusi ¢ mnepuogoM 70 CeKyHI: IpsiMas IMOJI3y9ecTh 00pa3IoB
acdasbrodberona npu o = 0.3053 MIla B revenun 10 cekymnm; oOpaTHas MOI3y4ecTh 0OPA3IOB IIpU
0 = 0 B Teuenun 60 cekyns. Pe3ysbrarsl ucubpiTanuil IoKa3aJju, 9TO yPOBEHb BO3BpaTa 00pas3IioB
BTOPOIl IAPTUHU BBIPOCJIH 110 CPABHEHUIO C YPOBHEM BO3BpaTa 00Pa3IlOB U3 IIEPBOIl TapTUU 3ar0TO-
BOK.

B pabore mo 5 06pa3mos acdaabTobeTOHA UCIIBITAHBI IO CXEME MIPSIMOTO PACTSI)KEHUST 10 Pa3pyIIe-
Hus pu Temieparype 22 — 24°C' B ycI0BHAX HA KaXKJ0M HATPYKEHHUS ¢ TOCTOSHHON CKOPOCTDHIO:
0,6519; 0,4678; 0,0580; 0,0489; 0,0055 MITa®®¥~!, IIpu pasmu4IHBIX CKOPOCTSAX HAIDYYKEHHUS, NC-
[IOJIB3Y$l IKCIIEPUMEHTAJbHbIE TaHHbIE, ObLIN HailJeHbl TapaMeTPhl 3HAUEHUs JeOpPMaIin I0JI3Y-
gectu. B pesyibrare Bce 00pas3iibl pa3pylnjinCh XPYIKO IPU MaJIbIX JdedopMariusix.
KittoueBbie cjioBa: MUK/IMYECKOE HADYXKEHUE, CKOPOCTh HArpyzKeHus, achabTo0eToH, mpsMast
MI0JI3y9€CTh, 00paTHAS MOJI3yIeCThb, JedopMalnsi, Harpy3Ka, pa3rpy3Ka.

1 Introduction

In everyday life transports with different weights move along the highway. The intensity of
traffic causes the accumulation of rapid fatigue damage of asphalt concrete coatings and an
increase in the corresponding cycles. The characteristic of the development of fatigue damage
in the material affects the magnitude of the cyclic load [1-3].

It can be seen from the research of many authors [4-7] that with cyclic loading, there is an
increase in recovery during the rest period of an asphalt concrete over a long period of time.
Therefore, the experimental study of deformation and destruction of an asphalt concrete
under cyclic loading is becoming increasingly important.

This work presents the results of tensile creep tests of asphalt concrete samples until a
complete failure, conducted in Kazakhstan Highway Research Institute. The purpose of this
research is to study the deformation of asphalt concrete material under forward and reversed
creep, as well as at a constant loading rate of asphalt concrete.

2 Determining relation for ergonomic material

2.1 Even if the deformation (¢) in the interval (0,¢;) (¢t — time, ¢; > 0) is a non-decreasing

function of time, dz(;) > (. In this case, we take the defining relation as
t
£(t) = ¢lo(0)] + [ K(t = r)elo(r)dr, 0
0

where o is the conditional stress, ¢(o) is the function of conditionally instantaneous loading;
K(t — 1) — kernel of forward creep.

2.2 Even if the deformation £(t) in the interval (¢1,¢)(t > t1) be a decreasing function of

time % < ¢
me — .
dt
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The defining relation for processes with decreasing deformation is written as
t
“(t.t) = plo(0)] = [ Kalt = Dpalo(ldr e
t1

where 1 (o) is the function of conditionally instantaneous unloading; K;(t — 7) is kernel of
reversed creep.

3 A method for determining the necessary material characteristics from data of
forward and reversed creep

3.1 Tension of samples at 0 = const and constant temperature 7' = const
Creep kernel

Kit—1)=06(t—1)"7, (3)

where a € (0,1); 6 > 0.
Considering equation from , we will obtain the equation of simple creep:

en(t.0) = plo(O] (14 2070, @)

l—«

where [0 (0)] = €f*(0) — conditionally instantaneous deformation, €,,,(¢, o) — calculated values
of creep deformation of the material.

Equation contains three unknown parameters £3'(c), @ and 6. Following [8-9], the
parameter o will be considered as known from the interval (0,1), and the unknown parameters
eg'(0) and § are determined using the least squares method:

60 — ™ 2 ,
mg it [f| 5)
1= 1= 5
i <5e(ti) . 1> t(l—a)
5 =1 581 ‘
N I & 200y
1
1 -« Zzzl !

where €.(t) — creep strain values determined experimentally; m — creep strain number.
Following 9], we accept that

£o'(0) = £5(0), (6)

where ¢f(0) — the value of the conditionally instantaneous deformation determined
experimentally.
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Considering equation @ from , we will obtain

1= — 5 , (7)
w30 )
=1 i=1
3 (Kt — 1)
§= 1= (8)
I & on-a
£
1 —a Zzzl !
Here
€e(t,U£7T)
K (t,0¢,T) = ———=, 9)
T (o T)
oe(§ = 1 —n), n is the number of loadings; K.(t)is the experimental rheological creep

parameter [8].

The analysis of the relation @ - @ shows that finding the values of the entire set of
parameters determining the relation is not unique. There are three types of creep curves.

I. If K.(t) is particular independent of value of the stresses, then (7)) and (8)) have a unique
solution of the form:

a(T) = const;  §(T) = const. (10)

In this case, the creep curves will be similar.
IL. If K (t,0¢)(§ =1 —n) depend on the value of the o¢ stresses, then and will
have n+1 solutions of the form:

a(og, T) = const;  §(o¢,T) = const, (11)
(K., T) = const; (K., T) = const, (12)
where
— 1 &
K (t,T)=—=> Kt ,o¢,T). (13)
n
e=1

In this case, creep curves will be considered almost similar, if they can be described by a
single set of forward creep parameters.

III. Creep curves are not similar to each other, if they cannot be described by a single
set of forward creep parameters.

The calculated rheological creep parameter is determined by the formula:

Kt T) =1+ -2 (14)

—
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where o(T) € (0,1); 6(T) > 0, t € [0,t4].
The similarity coefficient.

K
K, (t, T) =1 1ma 1

where t, € [0,t1].
Then €f'(o¢, T) is defined by the formula:

1 - Ee ts, g g,
= — 16
6 0-67 m 821 ts, T ( )
where £.(t) — experimental values of creep deformation of the material; K,,(ts) — defined by
(L5).

3.2 Tension of samples at ¢ = const and constant temperature 7' = const.
Put in

plo(t)] = ao(1), (18)

where a > 0; v > 1.
Considering equations , and from we will obtain:

. FHl1+~y)Irad—ao
m(t,T) = a(ot)? [146 19
nltT) = a(6t)) |14 5=t (19
where ¢ > 0; I'(:) — gamma function; ¢ € [0,#,]; @ € (0, 1).
Using the least squares method, we will obtain 6 = d(a,T'):
-, F(2+f}/—a) 1 1 " (v+1— = (2v+1—
S, T) = : : (ti, o ” @ ¢(ZrH1=a) (20
@D = - a) & porw LW 2= 3K )
Z tz =1 =1
i=1
where €.(t,0) — creep strain values determined experimentally at ¢ = const.
3.3 Determination of material characteristics in case of reversed creep
We take reversed creep kernel in the form:
Ki(t—7)=06(t—71)"", (21)

where o € (0,1); 67 > 0.
Considering equation from , we will obtain

em(t,t1) = e™(0) (1 — (t — tl)(lal)) , (22)

1-0[1
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where ¢ > ty; €7"(0) — calculated values of conditionally instantaneous deformation during
unloading process.
Put in

£™(0) ~ (o), (23)

here £¢(0) — experimental values of conditionally instantaneous deformation during unloading.
We introducing the notation:

Se(t, tl, 0'5)

Felt: 11, 0¢) = es(o¢)

(24)

Lot t) =1— (t—t)' 7, (25)

here I, (¢, t1) — experimental rheological parameter of the reversed creep of material; T, (¢, t1)
— the calculated rheological parameter of the reversed creep of material.
Using the least squares method, we determine the oy and §; parameters:

Ms

i=1 . i

(1= )0 L)1 - 1)}

=1

Il
—

m 5y 1 .
{ Z:(t — 1)) LZ:I(Q —tl)(1_a1)} } |
i(l —T.(t;))
i | (27)
o ot 02

where ¢ > t1; Te(t;,¢1) — determined by the relation (24); when deducing and (27),
were considered. Based on and , we will analyze the reversed creep curves. There
are three types of reversed creep curves.

I. If T'.(t;, t1) practically does not depend on the value of the stresses, then and
have a unique solution of the form (|10)):

a1 (T) = const; 01(T) = const.

In this case, the reversed creep curves will be similar.

II. If T'c (¢, t1, 0¢)(§ = 1 — n) depend on the value of the o, stresses, then and
will have n+1 solutions of the form and . Reversed creep curves will be considered
almost — similar, if they can be described by a single set of a; and d; parameters.

III. If the reversed creep curves cannot be described by a single set of a; and ¢,
parameters, then they are not similar to each other.

From (25) at ¢ = t,, we determine the similarity coefficient

Co(ts, t) =1 — (ts —t1)' 7, (28)
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where t; > t1; oy € (0,1); 67 > 0; the unknown €7*(¢1, 0¢) is determined by the formula:

m

1 Ee(ts,tl,a'g)
m(¢ — E AR T RE YA 29
Ey ( 170_5) m o Fm(ts,tl) ) ( )

where e.(t,t;) — experimental values of the reversed creep deformation of the material;
[y, (ts, t1) — defined by .

4 Experimental verification of the defining equation for asphalt concrete during
loading and unloading

4.1 Behavior of asphalt concrete in cyclic loading

The test scheme in the increasing cyclic loading mode is shown in figure 1. Asphalt
concrete 10 samples were tested at a temperature of 7' = 24°C'. The experimental average
values of the forward creep deformation ¢, (¢, o) of an asphalt concrete are presented in table
1. According to table 1, we calculate:

K.(570,0.041) = 3.13;  K.(570,0.074) = 3.24;
K.(570,0.111) = 2.92;  K.(570,0.148) = 2.77; (30)
K.(570,0.183) = 3.22.

A

(o2
o =const
o =const
o =const
o =const
o =const
o=0 o=0 o=0 o=0 o=0

0 570 1140 1710 2280 2850 3420 3990 4560 5130 5700 t

Figure 1: Test scheme in the increasing cyclic loading mode
In the work [8] we will obtain:
T =24°C) = 0.3; §(T =24°C) = 0.0153s* 1.
Similarity coefficients:
Kon(ts, T) =1+ 0.0218t%7, (31)

where t; € [0,570]; ¢ — time in seconds.

Based on the analysis of data and (31)), we conclude that in the segment [0,570] the
forward creep curves of asphalt concrete are almost similar.

Considering equation and ([16)), using the formula (), we compute the calculated
values of the creep strain &,,(¢,0) of an asphalt concrete, they are presented in table 2.The
coincidence is satisfactory.
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Table 1: Experimental deformations of forward and reversed creep of an asphalt concrete

samples

t, s 0 90 210 330 450 570 Number
of cycles

o =0.041 MPa | 0.0475 | 0.0849 | 0.1099 | 0.1255 | 0.1415 | 0.1488 |1

0 0.1414 | 0.1389 | 0.1380 | 0.1287 | 0.1282 | 0.1268

0.074 0.0543 | 0.0932 | 0.1232 | 0.1457 | 0.1627 | 0.1759 | 2

0 0.1565 | 0.1432 | 0.1358 | 0.1315 | 0.1287 | 0.1259

0.111 0.0805 | 0.1338 | 0.1643 | 0.1937 | 0.2158 | 0.2349 | 3

0 0.1996 | 0.1762 | 0.1632 | 0.1572 | 0.1497 | 0.1489

0.148 0.1313 | 0.1782 | 0.2484 | 0.2839 | 0.3293 | 0.3632 | 4

0 0.3049 | 0.2783 | 0.2471 | 0.2350 | 0.2286 | 0.2174

0.183 0.1782 | 0.2855 | 0.3710 | 0.4482 | 0.5105 | 0.5741 |5

0 0.4852 | 0.4176 | 0.3808 | 0.3567 | 0.3357 | 0.3308

Table 2: Calculated values

concrete samples

of the deformation of the forward reversed creep of asphalt

t, s 0 90 210 330 450 570 Number of
cycles

o =0.041 MPa 0.0522 | 0.0787 | 0.1002 | 0.1181 | 0.1341 | 0.1488 | 1

0 0.1446 | 0.1384 | 0.1346 | 0.1316 | 0.1291 | 0.1269

0.074 0.0593 | 0.0894 | 0.1139 | 0.1342 | 0.1624 | 0.1691 | 2

0 0.1670 | 0.1478 | 0.1385 | 0.1319 | 0.1264 | 0.1217

0.111 0.0824 | 0.1243 | 0.1582 | 0.1865 | 0.2117 | 0.2350 | 3

0 0.1994 | 0.1765 | 0.1654 | 0.1575 | 0.1509 | 0.1453

0.148 0.1274 | 0.1922 | 0.2447 | 0.2883 | 0.3273 | 0.3633 | 4

0 0.3021 | 0.2673 | 0.2506 | 0.2385 | 0.2286 | 0.2201

0.183 0.1892 | 0.2854 | 0.3634 | 0.4282 | 0.4861 | 0.5395 |5

0 0.4560 | 0.4036 | 0.3782 | 0.3601 | 0.3451 | 0.3323

4.2 Analysis of asphalt concrete behavior during unloading

The experimental average values of the reversed creep deformation of asphalt concrete are
According to table 1, the parameters of reversed creep are determined:

511 = 0.0019 Safl;
519 = 0.0054 o1
515 = 0.0079 o1
514 == 0.0047Sa_1;
515 = 0.0087Sa_1;

516 = 0.0066 s~ 1.

presented in table 1.

T.(t,0.041):
T.(t,0.074):
T.(t,0.111);
Fe(

I'.(t,0.183):
T

The analysis of the data is obtained above shows that the reversed creep curves of asphalt
concrete are not similar in the segment [0, 570|. The reversed creep curve at ¢ = 0.041 is

11 = 043,

s = 0.5641;
s = 0.5863;
14 = 04394,
15 = 05535,

e(t), 16 = 05351,

described by the equation

[, (t) =1 —0.0033¢"57,

(32)
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where ¢ € [0,570].
The remaining curves of the reversed creep of asphalt concrete are modeled by the relation

[, (t) = 1 —0.0142¢%4649, (33)

where ¢ € [0,570].

Considering expressions and the equation ([29), using the formula (22)), calculated
values of the reversed creep deformation ¢,,(t) of asphalt concrete, they are presented in table
2. The coincidence is satisfactory. It was shown in [10-11]| that microstresses cause reversed
creep of materials. The degree of reversed creep of the asphalt concrete material shows that
the level of microstress values increases during cyclic loading.The source of micro-damage
is the micro-stresses arising in the material [12].The root cause of the appearance of the
microstress field in asphalt concrete is the microinhomogeneity and microanisotropy of the
material structure. In the loading mode, the deformation of asphalt concrete samples is
determined by the expression

em(t,0) = €5 (t,0) + €l (t,0), (34)

here ¢ (¢, 0) — failure of the material due to creep; €% (¢, 0) — failure of the material due to
damage.
Since the forward creep curves of asphalt concrete are almost similar, we conclude from

(34):

el (t,0) << £,(t,0). (35)
Considering equation (35)), in cyclic loading, together ([34)) we take

em(t,o) =¢; (t,0). (36)
For the cyclic loading scheme (figure 1) we have:

em(t, ) = 0.0522(1 + 0.0218¢%7) 4- 0.1446[1 — 0.0033(t — 570)°57]+
+0.0593[1 + 0.0218(¢ — 1140)%7] 4+ 0.1670[1 — 0.0142(¢ — 1710)%-4649]+

+0.0824[1 + 0.0218( — 2280)%7] + 0.1994[1 — 0.0142(¢ — 2859)0-4649) - (37)
+0.1274[1 + 0.0218(¢ — 3420)%7] + 0.3021[1 — 0.0142(¢ — 3990)°-4649]+-

+0.1892[1 + 0.0218(¢ — 4560)%7] 4 0.4560[1 — 0.0142(¢ — 5130)%-4649],

where ¢ € [0,5700], t — time in seconds.

4.3 Investigation of asphalt concrete creep in the constant cyclic loading mode

The test scheme of the N68 asphalt concrete sample in the constant cyclic loading mode
is shown in figure 2. The experimental values of forward and reversed creep deformation of
the N68 sample are shown in table 3. Based on the analysis of the data in table 3:

1) the forward creep of sample N68 is described by equation (31));

2) the reversed creep of sample N68 is modeled by equation (33)).
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o =const o =const o =const o =const o =const

o=0 o=0 o=0 =0 o=0

v

Figure 2: Test scheme in the constant cyclic loading mode

Table 3: Experimental values of forward and reversed creep deformation of sample N68

t, s 0 30 60 90 150 270 Number of
cycles

oc=0.117 MPa | 0.0976 | 0.1259 | 0.1477 | 0.1651 1

0 0.1412 | 0.1337 | 0.1294 | 0.1266 | 0.1228 | 0.1157

o =0.117 MPa | 0.0802 | 0.1001 | 0.1160 | 0.1300 2

0 0.1020 | 0.0899 | 0.0852 | 0.0815 | 0.0768 | 0.0681

o =0.117 MPa | 0.0790 | 0.0970 | 0.1107 | 0.1231 3

0 0.0899 | 0.0808 | 0.0749 | 0.0712 | 0.0659 | 0.0560

o =0.117 MPa | 0.0808 | 0.0973 | 0.1098 | 0.1228 4

0 0.0855 | 0.0771 | 0.0715 | 0.0675 | 0.0612 | 0.0513

o =0.117 MPa | 0.0836 | 0.0998 | 0.1122 | 0.1253 5

0 0.0871 | 0.0777 | 0.0709 | 0.0662 | 0.0600 | 0.0516

Table 4: Calculated values of forward and reversed creep deformation of sample N68

t, s 0 30 60 90 150 270 Number of
cycles

o =0.117 MPa | 0.1019 | 0.1259 | 0.1409 | 0.1537 1

0 0.1437 | 0.1338 | 0.1300 | 0.1272 | 0.1227 | 0.1162

o =0.117 MPa | 0.0831 | 0.1027 | 0.1149 | 0.1254 2

0 0.0909 | 0.0846 | 0.0823 | 0.0805 | 0.0776 | 0.0735
c=0.117 MPa | 0.0816 | 0.1008 | 0.1128 | 0.1231 3

0 0.0783 | 0.0729 | 0.0708 | 0.0693 | 0.0669 | 0.0633

o =0.117 MPa | 0.0814 | 0.1006 | 0.1126 | 0.1228 4

0 0.0738 | 0.0687 | 0.0668 | 0.0653 | 0.0630 | 0.0596
oc=0.117 MPa | 0.0831 | 0.1026 | 0.1148 | 0.1253 5

0 0.0728 | 0.0678 | 0.0659 | 0.0644 | 0.0622 | 0.0589

The calculated values of forward and reversed creep deformation of sample N68 asphalt
concrete are presented in table 4. The coincidence of tables 3 and 4 is satisfactory.

4.4 Investigation the influence of structure of individual asphalt concrete
samples on the parameters of forward and reversed creep

The experimental values of forward and reversed creep deformation of 10 individual
asphalt concrete samples are shown in table 5. From the data in table 5, it can be seen
that data at a stress o = 0.041 MPa ¢¢(0.041) and £,(0.041) of all 10 samples does not match



G.M. Yensebayeva et al. 105

(g — conditionally instantaneous deformation of samples during loading; €, — conditionally
instantaneous deformation of samples during unloading). Table 1 shows the average values of
forward and reversed creep deformation for the tested 10 asphalt concrete samples. According
to table 1, we found the parameters of forward and reversed creep:

1) forward creep is described by equation ;

2) the reversed creep is modeled by equation (32)).

Considering equation and , we find the calculated values of forward and reversed
creep deformation of all 10 asphalt concrete samples. The data obtained from the calculated
values completely coincided with the data presented in table 5.

Table 5: Experimental values of forward and reversed creep deformation of individual asphalt
concrete samples

t, s 0 90 210 330 450 570 Sample number
o =0.041 MPa | 0.0498 | 0.0845 | 0.1122 | 0.1285 | 0.1445 | 0.1561 252
0 0.1476 | 0.1454 | 0.1415 | 0.1402 | 0.1380 | 0.1372

o =0.041 MPa | 0.0475 | 0.0849 | 0.1099 | 0.1254 | 0.1415 | 0.1488 253
0 0.1414 | 0.1389 | 0.1380 | 0.1287 | 0.1282 | 0.1268

o =10.041 MPa | 0.0355 | 0.0785 | 0.1033 | 0.1193 | 0.1311 | 0.1425 254
0 0.1299 | 0.1222 | 0.1205 | 0.1189 | 0.1176 | 0.1171

o =0.041 MPa | 0.0332 | 0.0588 | 0.0777 | 0.0899 | 0.1001 | 0.1099 255
0 0.0989 | 0.0945 | 0.0929 | 0.0902 | 0.0899 | 0.0887

o =0.041 MPa | 0.0233 | 0.0452 | 0.0622 | 0.0732 | 0.0853 | 0.0945 257
0 0.0822 | 0.0777 | 0.0737 | 0.0730 | 0.0720 | 0.0710

o =0.041 MPa | 0.0262 | 0.0503 | 0.0672 | 0.0795 | 0.0897 | 0.0974 258
0 0.0907 | 0.0846 | 0.0820 | 0.0817 | 0.0813 | 0.0801

o =0.041 MPa | 0.0375 | 0.0656 | 0.0736 | 0.0812 | 0.0897 | 0.0966 259
0 0.0845 | 0.0796 | 0.0770 | 0.0754 | 0.0747 | 0.0714

o =0.041 MPa | 0.0486 | 0.0912 | 0.1215 | 0.1456 | 0.1633 | 0.1758 260
0 0.1634 | 0.1552 | 0.1522 | 0.1499 | 0.1496 | 0.1485

o =0.041 MPa | 0.0546 | 0.0997 | 0.1293 | 0.1543 | 0.1723 | 0.1872 261
0 0.1754 | 0.1687 | 0.1645 | 0.1633 | 0.1630 | 0.1623

o =0.041 MPa | 0.1096 | 0.1623 | 0.1933 | 0.2142 | 0.2304 | 0.2433 262
0 0.2283 | 0.2203 | 0.2178 | 0.2160 | 0.2146 | 0.2136

The above samples were from the same batch of samples. Now let’s consider the forward
and reversed creep of sample N76 from another batch of samples. The experimental values
of forward and reversed creep deformation of sample N76 are shown in table 6. Considering
equations (31)), and (B3)), the calculated data of forward and reversed creep deformation
of sample N76 are found and presented in table 7. The coincidence of table 6 and table 7 is
satisfactory.

4.5 Investigation of the reloading effect on the reversed creep process of asphalt
concrete samples

The sample testing scheme is shown in Figure 2. From the first batch of samples, 9 samples
were tested,until moment a failure with a period of 65 seconds: forward creep of the samples
at 0 = 0.3053 MPa for the following 5 seconds; reversed creep at 0 = 0 for the following 60
seconds.
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Table 6: Experimental values of forward and reversed creep deformation of sample N76

t, s 0 90 210 330 450 570 Number of
cycles

o =0.074 MPa 0.0668 | 0.1324 | 0.1792 | 0.2099 | 0.2348 | 0.2584 |1

0 0.2388 | 0.2345 | 0.2242 | 0.2223 | 0.2205 | 0.2196

o = 0.1448 MPa 0.0932 | 0.1661 | 0.2289 | 0.2761 | 0.3171 | 0.3428 | 2

0 0.3149 | 0.2950 | 0.2838 | 0.2767 | 0.2708 | 0.2643

o = 0.2232 MPa 0.1519 | 0.2581 | 0.3574 | 0.4426 | 0.5224 | 0.5755 | 3

0 0.5261 | 0.4823 | 0.4559 | 0.4404 | 0.4295 | 0.4255

Table 7: Calculated values of forward and reversed creep deformation of sample N76

t, s 0 90 210 330 450 570 Number of
cycles

o =0.074 MPa 0.0878 | 0.1324 | 0.1686 | 0.1987 | 0.2256 | 0.2504 |1

0 0.2449 | 0.2344 | 0.2279 | 0.2229 | 0.2186 | 0.2149

o = 0.1448 MPa 0.1123 | 0.1694 | 0.2157 | 0.2541 | 0.2885 | 0.3202 | 2

0 0.3493 | 0.3091 | 0.2897 | 0.2758 | 0.2644 | 0.2545

o = 0.2232 MPa 0.1861 | 0.2808 | 0.3573 | 0.4211 | 0.4781 | 0.5307 | 3

0 0.5608 | 0.4963 | 0.4651 | 0.4428 | 0.4244 | 0.4086

The average experimental values of the creep strain of 9 samples .(¢) are shown in table
8. According to table 8, were found:

a=03 §=11204; K,(t) =1+ 1.6005t"", (38)

where ¢ € [0, 5], t — time in seconds. Considering equation, the average calculated values
of forward creep strain of 9 samples ¢,,(t) are calculated and presented in table 8. Data
analysis of table 8 shows:

1) creep occurs with the hardening of the material,

2) creep of the samples is modeled by one rheological parameter (38));

3) creep rate of the samples is determined by the rated stress, i.e. e4(t) << (t);

4) reloading significantly affect the conditionally instantaneous deformations of samples
ge (t =0);

5) on the segment |1, 5], the coincidence of &,,(t) and .(t) is satisfactory.

All tested samples fractured brittle under small deformations (table 8). In this case,
fractured brittle of asphalt concrete samples occurs as a result of local accumulation of
micro-damages around a weak section.

Table 8: Translations into Kazakh for different types of sentences and assessment of
translation errors
t, s 0 1 2 3 4 5 Number
of cycles
Ee, N0 0.0751 0.1953 0.2880 0.3562 0.4033 0.4379 1
Emy J0 0.0772 0.2008 0.2780 0.3439 0.4034 0.4585
Ee, N0 0.0203 0.1226 0.2041 0.2454 0.2800 0.3178 2
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Em, Yo 0.0518 0.1347 0.1865 0.2307 0.2706 0.3076
Ee, Y0 0.0214 0.1237 0.2040 0.2518 0.2970 0.3281 3
Em, o 0.0518 0.1347 0.1865 0.2307 0.2706 0.3076
e, N0 0.0264 0.1495 0.2347 0.2630 0.2976 0.3201 4
Em, J0 0.0593 0.1542 0.2135 0.2641 0.3098 0.3521
Ee, J0 0.0125 0.1414 0.2142 0.2664 0.3060 0.3331 5
Em, J0 0.0577 0.1500 0.2076 0.2569 0.3013 0.3425
Ee, J0 0.0322 0.1811 0.2628 0.3241 0.3732 0.4273 6
Em, J0 0.0718 0.1866 0.2584 0.3196 0.3749 0.4261
Ee, Y0 0.0172 0.1735 0.2393 0.2796 0.3112 0.3414 7
Em, o 0.0626 0.1628 0.2254 0.2789 0.3271 0.3718
€y N0 0.0318 0.1707 0.2501 0.2987 0.3368 0.3480 8
Em, Y0 0.0642 0.1670 0.2311 0.2859 0.3354 0.3812
Ee, J0 0.0242 0.1602 0.2236 0.2799 0.3223 0.3515 9
Em, Y0 0.0615 0.1599 0.2213 0.2739 0.3212 0.3652
Ee, J0 0.0207 0.1829 0.2933 0.3499 0.4052 0.4483 10
Em, J0 0.0767 0.1994 0.2761 0.3416 0.4006 0.4554
Ee, Y0 0.0402 0.2402 0.3286 0.3797 0.4324 0.4648 11
Em, o 0.0863 0.2219 0.3072 0.3800 0.4458 0.5067
Ee, Y0 0.0588 0.2045 0.3347 0.3657 0.4587 0.4941 12
Em, Y0 0.0849 0.2209 0.3057 0.3783 0.4437 0.5044

After that, forward creep process of 9 samples is considered separately. Computed
deformation values are calculated using the formula of the forward creep of individual
samples (N366, N367, N368, N369, N370, N371, N372, N373, N374) of asphalt concrete. As
a result, the experimental strain values coincided with the results of the calculated strain
values on the segment [1, 5].

When the samples were unloading the following values of elastic deformation were found:

N366 — & = 0.0160; N367 — e =0.0081; N368 — e = 0.0108;

N369 — e =0.0108; N370 —e“ =0.0186; N371 —c“ = 0.0155;

N372 — % =0.0075; N373 —e“ =0.0078; N374 —c“ =0.0249.

Rheological parameters of reversed creep (1 cycle) were found from the tested asphalt
concrete samples of experimental values of reversed creep deformation:

a; =0.65; 6, =0.0187; T,,(t) =1—0.0535t"3, (39)
where ¢t € [0,60], ¢ — time in seconds. Considering equation , the calculated values of

reversed creep deformation of individual samples are found. As a result, coincidence &,,(t)
and £.(t) on the segment [0, 60| are good.
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The average experimental values of reversed creep deformation of all 9 asphalt concrete
samples were found values of rheological parameters of reversed creep:

2,3 —cycles; «; =0.65; 0; =0.0327,

4,5,6,7 — cycles; a1 = 0.65; 07 = 0.0467,;

8,12 — cycles; «a; =0.65; 6; = 0.0502; (40)
9,11 — cycles; a7 =0.65; o, = 0.0572;

10 — cycle; a1 = 0.65; 6 = 0.0537.

The average calculated values of reversed creep deformation of asphalt concrete samples
are calculated using formulas and (M0). As a result, coincidence e,,(t) and e.(t) are
£e(t)
£(0)
found, they are shown in figure 3. From the analysis of the data and figure 3 it follows:

1) the reversed creep curves of asphalt concrete have horizontal asymptotes;

2) non-loaded asphalt concrete samples continue to decline, this phenomenon is called a
return;

3) the level of return of asphalt concrete samples significantly depends on the loading
history;

4) the maximum return level reaches 70% of the level of forward creep of asphalt concrete;

5) the level of microstress in the sample increases with increasing reloading.

satisfactory. After the dependence of

on the reloading of asphalt concrete samples was

Figure 3: Recovery of the asphalt concrete strain after removing of the stress in different cycles

From the second batch, 11 samples were tested before destruction with a period of 70
seconds: forward creep of asphalt concrete samples at ¢ = 0.3053 MPa for the following 10
seconds; reversed creep of samples at ¢ = 0 for the following 60 seconds. According to the
experimental values deformation of forward creep samples, the following values were found:

a=03; 6=04227; K, (t)=1+0.6038"7, (41)

where t € [0, 10], £ — time in seconds. Considering equation , the calculated values of the
creep deformation &,,(t) are calculated. The coincidence of &,,(t) with e.(¢) on the segment
[1, 10] is satisfactory. From the co MParison and it follows that the rate of forward
creep of asphalt concrete samples from the second batch of samples is almost three times lower
than the rate of forward creep of asphalt concrete samples from the first batch of samples.
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From the second batch of samples, the experimental values of reversed creep deformation
of the samples are found:

ay =065, 0, =0.0257; T,(t) =1—0.0735¢"3, (42)

where ¢ € [0,60], t — time in seconds. Using the formula , we compute the calculated
values of the reversed creep deformation of samples from the second batch of samples. The
coincidence of £,,(¢) and e.(¢) is good. According to the experimental data, the dependence

ee(t)
of

.(0)
figure 5. These figures show that the level of sample return has increased co MPared to the

level of sample return from the first batch of samples (figure 3). All samples of the second
batch of samples were fractured brittle with small deformations.

on reloading was found for samples N275 and N279, they are shown in figure 4 and

0,8

0,6

0,4

0,2

0 +
0 10 20 30 40 50 G0

Figure 4: Recovery of the asphalt concrete strain after removing the stress in different cycles (Sample No.
275)

i 10 20 30 40 L1 ]

Figure 5: Recovery of the asphalt concrete strain after removing the stress in different cycles
(Sample No. 279)
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5 Analysis of the creep of asphalt concrete samples at ¢ = const until moment a
failure at test temperature T = 22°C — 24°C

5.1. Loading rate & = 0.6519 MPa*~!. Asphalt concrete 5 samples were tested. All samples
were fractured brittle with small deformations. The experimental average values of creep
deformation of asphalt concrete samples are shown in figure 6. Using experimental data, we
will obtain:

a=0.196; y=33; a=09 J=0.0073. (43)

Strain &, "
=1
s

Time t. s

() — experiment, (-) - calculation

Figure 6: Graphs of strain variation in time at various loading rates & = 0.6519 MPa*~!

Substituting into (19), the calculated creep strain values e,,(t) are calculated at
0 = 0.6519 MPa*!, they are shown in figure 6. The coincidence is satisfactory. Creep
parameters (@, d) calculated by the above method and the correlation coefficients of asphalt
concrete samples at the remaining loading rates:

6 =0.4678 MPa*':a=0297; ~=33;, @=09 §=0.0124.
6 =0.0580 MPa*':a=0.754; ~=16; @=09; §=0.0004.
6 =0.0489 MPa*':a=1851; ~=18 a@=09; §=0.0032.

& =0.0055 MPa*':a=1.069; ~=101; a=06 06=0.1517.

Asphalt concrete 5 samples were tested at each constant loading rate. Graphs of the
deformation change over time at the found constant loading rates using the above parameters
are shown in figures 7.

From the analysis of the constructed graphs, it can be seen that the calculated creep
curves of asphalt concrete samples at each constant loading rate at a high level coincide with
the corresponding experimental values.
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1,2

& = 0447 AfPa =l

Strain g, %
Strain &, %

0 5 10 15 20

Time t, 5
Time t,%

- i ) calculati
a) (e) — experiment, (—) — calculation ) () ~ experiment, () - calculation

08 *
0,7 4

¢ = 00489 MPat

_ 06 1 £
E 04 =
g 03 £
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o

o 2 4 & 8 10 12
Time t,5

Time t. 5
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c) (8) — experiment, (—) — calculation d) (e) — experiment, (-) — calculation

Figure 7: Graphs of strain variation in time at various loading rates

6 Conclusion

A method is proposed for determining the necessary material characteristics from the data of
forward and reversed creep, as well as the tension of samples at a constant loading rate (6 =
const) and constant temperature (T = const) creep of rheonomic materials. The behavior
of asphalt concrete in the increasing and constant cyclic loading is shown. The reloading
effect on the reversed creep process of asphalt concrete samples has also been investigated.
The analysis of the obtained results from experiments and calculations is conducted. In the
course of the experiments, all samples were fractured brittle with small deformations. Until
moment of failure, microcracks were observed in all samples. The source of microcracks was
the local accumulation of microstress. At the same time, the level of microstress in the tested
samples increased with increasing reloading. As a result of all the investigations, the result
of the above equations fully corresponds to the results of the conducted experiments.
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USING OF MICROCONTROLLER FOR STUDENT LEARNING PROCESS

Use of the latest achievements in the field of microcontroller programming, such as the Arduino
platform, allows to qualitatively change the educational process, makes it more intense, increases
student motivation, and makes it possible to implement an individual approach, which is
important. And this, in turn, improves the efficiency and quality of microcontroller programming.
The purpose of this study is to propose an effective methodology for using Arduino Atmega 328
microcontrollers for teaching students and evaluate the effectiveness of teaching programming
based on the use of Arduino Atmega 328 microcontrollers based on the Kirkpatrick model.
The paper presents a broad review of works that consider the interaction of a person and
microcontrollers. In addition, the impact of this approach on the process of learning and teaching
is being evaluated. More than 95 students took part in this experiment. First, during the semester,
students were taught programming using Arduino Atmega 328 microcontrollers, after which they
evaluated this learning. The evaluation was carried out at three levels of the Kirkpatrick model
[1], and as a result, the second and third levels showed almost the same results with an error of 3
percent. This study concluded that such teaching methodology is very important in the process
of student learning. Interaction and collaboration in the field of microcontroller programming has
also been used to introduce non-traditional curricula, including courses in robotics as a tool for
addressing the social aspects of robotics and artificial intelligence.

Key words: Programming, Microcontrollers, Arduino, Effectivity, Methodology.
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CryneHTTEpAiH OKYy MpoIieci YIIiH MUKPOKOHTPOJLJIEPAl Maiijaiany

Apayuno mnardopmachl CHSIKTBI MUKPOKOHTPOJLIEPJIEpl OargapiiaMaliay CaJaChlHIAFbl COHEFBI
JKETICTIKTEp/l Taiiajgany OKy MPOIECIH camaJibl @3repTyre MYMKIHIIK Oepeii, OHbI KODipek eres,
CTYIEHTTEPIH BIHTACHIH APTTHIPAILI YKOHE JKeKe KO3KApaCThl XKy3ere acbipyra MyMKIiHIIK Oepe/,
Oys1 MaHBI3IAbI. AJt OyJI, ©3 Ke3eriHje, MUKPOKOHTPOJLIEPl OaraapJiaMaJiay blH THIMJIINrT MeH
CallaChlH apTTHIPAJIbl. Byl 3epTTey iiH MakcaThl cTyJAeHTTep i oKbITy yiriH Arduino Atmega 328
MHUKPOKOHTPOJLJIEPJIEPIH MaiilaaHy IbIH THIM/I 9/iCTeMeciH YCbIHy »KoHe Kwupknarpuk wmosmesri
werizinge Arduino Atmega 328 MUKPOKOHTpOJLIEPJIEPIH Maliaiany Herisinae HGarnapaaMaiay bl
OKBITY/IBIH THIMIUIIrIH Oarasay 60sb TadbLIa bl 2K yMbICTa a/1aM MEH MUKPOKOHTPOJLIEPJIEPIIH,
©3apa DPEKEeTTECYIH KAPACTBIPATHIH YKYMBICTAPIBIH, KEH, IIIOJIybl OepiareH.
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ConbiMeH Karap, OyJI TOCIJIIIH OKy MeH OKBITY YJiepiciHe ocepi jie barajaHyia. Byl sKcliepuMeHTKe
95-TeH acTaM OKYIIbI KATHICTHI. BipinirineH, cemectp 6apbichbinga crygeaTrepre Arduino Atmega
328 MUKPOKOHTPOJLIEP] apKBLIbI DarmapaaMaay YipeTiaa, coman KeifiH ojlap OChbl OKYIbI Oara-
aanpl. Barasay Kupknarpuk mojesiniy yin gedreiiinge xypriziui [1], noruzkecinge exinmi koHe
VI JeHreisiep 3 naibl3bIK, KaTeTiKien 0ipeit aepiik uotmke kopcerti. By 3eprreyne myn-
Jail OKBITY dJIICTEMEC] CTYJIEHTTED/IiH, OKY IPOIIECIH/IE OT€ MaHbBI3/bI JIET€H KOPBITHIH/IBIFA KeJIJIi.
MukpoKOHTpOJLIEp/Ii DaFapIaMaliay CaJTachbIHIAFbI 63apa OPEKETTECY KOHE BIHTHIMAKTACTBIK, CO-
HBIMEH KaTap JOCTYPJI eMeC OKY YKOCIAPBIH, COHBIH IMTiHIe POOOTOTEXHUKA MEH YKACAHIBI HHTEJI-
JIEKTTIH 9JIEyMETTIK aCIEeKTIJIepiH IIenry KypaJbl peTiHae poOOTOTEXHUKA KyPCTAPBIH €Hr13y VIMiH

naiigaaaHbLIIbL.
Tyiiia cesnep: Barnapiamasnay, MukpokorTposuiepsep, Arduino, THiMIIIK, 9gicTeme.
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Ncnoan3oBanue MHUKPOKOHTPOJIJIEPOB B IIpoOIlecce 06y'-IeHI/I$[ CTyJeHTOB

Wcnonp3oBanne HOBEHUIIUX JTOCTUKEHUIT B 00JIACTH MIPOrPAMMUPOBAHUS MUKPOKOHTPOJLJIEPOB, Ta~
kux Kak 1ardopma Arduino, mo3Bosiser KaueCTBEHHO M3MEHUTDH YIeOHBIN IPOIECe, JejIaeT ero
00Jiee MHTEHCUBHBIM, IOBBLIIIAET MOTHUBAIUIO YYAIINXCH, JAeT BO3MOXKHOCTD PEAIN30BATH HHJIH-
BI/I,/:LyaﬂbeII‘/JI II0AXO0/, 9TO HeMaJIOBazKHO. A 9T0, B CBOIO O4Yepe/ib, ITOBLIIIAET S(bq)eKTI/IBHOCTI)
U Ka4yecTBO IPOrPaAMMUPOBAHUsI MUKPOKOHTPOJLIEPOB. Lleibio TaHHOrO MCC/Ie0BaHus SBJISIETCS
IPeJIOKUTH 3PMEKTUBHYIO METOAUKY UCIOIB30BaHU MUKPOKOHTpOoJLiepoB Arduino Atmega 328
Uit O0ydYeHUsl CTY/IEHTOB U OIEHUTh 3 (HEeKTUBHOCTH 00yUeHUs] MPOrPAMMIPOBAHUIO HA OCHOBE
UCTIOJIB30BaHUsT MUKPOKOHTPOJLIepoB Arduino Atmega 328 ma ocHoBe mozesun Kupkmarpuka. B
CTaThe IIPEJICTABJIEH IMUPOKUIl 0030p paboT, pACCMATPUBAIONIIX B3ANMOJIEICTBIE YEJI0BEKA U MUK-
POKOHTPOJLIEPOB. KpoMe TOro, oneHMBaercsi BJIMSIHME TaKOrO IOJXO0Ja Ha Ipolecc o0ydeHHs U
npernojiaBanns. B skcrepuMenTe npuHsim yaactue 6osee 95 crymento. CHavasia B TeueHHe ce-
MeCTpa CTYJIEHTOB 00yYaji MPOrPAMMUPOBAHUIO C UCIOJb30BAHUEM MUKPOKOHTPOJIepoB Arduino
Atmega 328, mocste 4ero oHu ONEHUBAJN TOJTydeHHbIe 3HAHUS. OIeHKA TIPOBOUIACH HA TPEX yPOB-
Hsx Mojern Kupknarpuka [1], B pesyabrare BTOpOH W TpeTmil ypOBHH MOKA3aJM TMPAKTUIECKH
OJINHAKOBBIE PE3yJIBTaThI C OIUOKON B 3 IpOIeHTa. B 9TOM HCCJIeI0BAHUN CJIeJIaH BBIBOJI, YTO Ta-
Kasl METOJMKa IIPEIoJaBaHusl OYeHb BaXKHa B Ipolecce o0ydeHnst CTYIeHTOB. B3aumo/ieiicTBue u
COTPYIHUYIECTBO B OOJIACTH MPOTPAMMHUPOBAHNS MUKPOKOHTPOJLIEPOB TAKYKe UCIOJIb3YIOTCS JIJIst
BHEJ/IPEHUs] HETPAJUITUOHHBIX YIeOHBIX MPOTPAMM, B TOM YHCJIE KyPCOB IO POOOTOTEXHUKE KAK
MHCTPYMEHTA PEIeHNs CONUAIbHBIX aCIeKTOB POOOTOTEXHUKN U MCKYCCTBEHHOTO MHTEJIEKTA.
KurrouyeBbie ciioBa: 1porpaMMupOBaHie, MUKPOKOHTPOJLIEphl, Arduino, 3¢ dekTuBHOCT, METO-
JIOJIOTHS.

1 Introduction

Over the past few years, we have seen a huge need for educational systems to equip
students with competencies that are increasingly required in the labor market [2]|, such
as innovation, collaboration, problem solving, critical thinking and digital literacy [3]. This
encourages academic institutions to work on approaches to teaching and learning, to promote
the development of such competencies, and to promote pedagogical innovation and digital
learning [4] Microcontroller lesson material is needed in order to improve students’ readiness
to work. Almost all equipment in the industry has used automation in the production process.
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Meanwhile, to study microcontroller material better, microcontroller trainer media is needed.
Currently, Arduino is one of the most convenient platforms for developing control devices on
microcontrollers [5]. The Arduino board contains: Atmel’s ATmega microcontroller, reset
circuits, a quartz resonator, a built-in power supply voltage stabilizer, a USB adapter that
provides communication with a personal computer, a built-in programmer, tools for in-
circuit programming [6]. Arduino’s programming language is based on C/C++, but has
a simplified syntax and is relatively easy to learn [7]. The Arduino platform makes it
relatively easy to develop applications based on AVR microcontrollers and has a number
of advantages over other platforms in terms of learning and mastering the technology of
developing microcontroller devices: Low cost; Cross platform; Simple and clear programming
environment; Extensible open source software; Arduino modules are expandable hardware
with open circuit diagrams [8].

The above advantages can be decisive when choosing an object of study and research,
study and research of development technologies based on microcontrollers with a limited time
volume of training courses on microprocessor technology [9]. Such time limitations are typical
during the transition to a bachelor’s degree, as well as for specialties in which electronics and
microprocessor technology are introductory courses. It is necessary to indicate one more
distinctive feature of the Arduino platform in terms of use in the educational process. This
is relatively cheap compared to industrial "brand"laboratory equipment. For example, the
NI MyRIO-based laboratory setup from National Instruments [10] relies on the Lab View
software environment. The cost of NI MyRIO with the Lab View software environment,
depending on the composition of the modules, can reach several hundred thousand rubles
[11, 12]. The Arduino board is ideal for the first steps in this area, because has a compact
size and simple circuitry.

2 Literature Review

The use of microcontrollers in the education process, not only for students of computer
science, computer engineering and related specialties, but also for physicists, chemists,
mathematicians, networkers and others [13| is one of the most necessary in the modern
educational environment [14]. From the basics of the electromechanical device of modern
digital devices to the level of the assembler of these devices, programming both individual
components [15] and the entire device based on visual aids and debuggers allows the student
to gain valuable practical skills and abilities that are generally aimed at systematization
of knowledge and skills. It is also important to note the widespread use of Arduino
microcontrollers not only in higher education institutions, but also for teaching senior students
of secondary schools, gymnasiums, lyceums, as well as colleges.

Learning using microcontrollers for a teacher can be accompanied by a number
of problems, such as installing an accompanying programming platform, mastering a
programming language, a large array of sensors and circuits on a board, teaching methods
[5] and presenting educational material. The use of Arduino Atmega 328 microcontrollers
allows the student to understand the real situation in the context of circuits, experiment,
invent, make mistakes, correct mistakes. Although the process of real-world context to
microcontroller context may be accompanied by some problems of learners [16], in the process
of sequential learning they can be overcome.
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In teaching programming in laboratory classes, the results of a 2021 study by [17] showed
that students as interesting and exciting characterized the use of Arduino microchips. A
survey was also conducted, the results of which revealed that microcontrollers have a visually
positive effect on the perception of educational material. In general, this and many other [18]
studies confirm the importance and interest in using Arduino Atmega 328 microcontrollers
among students. The formation of design competence is implemented with strict consistent
implementation of the instructions of the rules for working with microcontrollers.

An analysis of the effectiveness of the Arduino Atmega 328 microcontroller was carried
out in the work of [19]. The magnitude of the effect obtained was more than 60%, which
confirmed the effectiveness of using these devices. Features such as the type of school, the
presence of a course in the curriculum, the peculiarity of the student, the chosen programming
language, the time of study, the number of hours per week and the contingent of students
were taken into account in the calculation of efficiency. However, it is important to note that
this study was conducted in schools, among students.

The importance of using microcontrollers is also noted in higher education institutions.
For example, Arduino has been used in a biological analysis process for glucose detection [20],
in information security tasks, in a security and energy efficient home automation system, as
well as data logging related to solar panel use . Arduino has also been used in weather
monitoring, in gesture control, it was integrated into the digital signal processing system
from the well , as well as IoT-based air quality monitoring using Arduino sensors and MQ
series with dataset analysis.

3 Research method

The purpose of this paper is to describe the methodology of using Arduino Atmega 328
microcontrollers for effective student learning. To achieve this goal, the following tasks should
be performed:

1) To justify the choice of the necessary programming languages for their step-by-step
study from the point of view of the simplicity of their development and at the same time the
completeness of functionality for use in robotics;

2) Give recommendations on the study of microcontrollers of the software element base
at the university.

This device contains at the same time a microcontroller (usually from Atmel), a
programmer, a quartz resonator, a power stabilizer, and much more that is necessary for
comfortable use. This device is programmed from the USB port. For Arduino Atmega
328, there is a special development environment Arduino IDE, written on the Java virtual
platform. The Arduino IDE has a C++ dialect that will make it easier for the student to
understand. Arduino IDE is a free environment. The authors of the article consider it the
most relevant for today’s application for teaching students.

Arduino serves to solve one difficult problem; it is how to teach students how to create
electronic devices. Arduino is a flexible tool for designing automated and automatic control
systems at the physical and software levels [15].
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4 Materials and methods

4.1 Research context

This study was conducted at the Faculty of Information Technology of the Kazakh
National University named after al-Farabi for 3rd year students of the specialties "Computer
Engineering"and "Computer Engineering and Software". The program of the course with
the optional component "Design and Embedded Multiprocessors"implies 1 lecture and 2
laboratory classes, in total 45 hours or 5 credits. Training and research was carried out in the
laboratory of "Intelligent Programmable Systems"for 5 years. The prerequisites of this course
are the disciplines "Physics "Integrated Circuits". Participants of the study, 3rd year students
who do not have experience with Arduino microcontrollers. Teachers are concerned about the
effectiveness of using microcontrollers, namely Arduino, assessing the work of a teacher based
on student surveys, student performance and the process of developing education.

4.2 Procedures

The effectiveness of training using Arduino microcontrollers was carried out on the basis of
the classical approach is the Kirkpatrick model. The four-level model contains the following
steps: learner’s reaction or learners opinion and feelings about learning; learning is an
indicator of the growth of education and skills; behavior is improvement of skills and abilities,
usually based on the assessment of the teacher; the result is the effect of learning.

All of these measurements are recommended for a complete and meaningful assessment of
the learning process. To implement the assessment, a study was conducted based on a survey
of students. The questionnaire consists of 20 questions assessing response and learning, that
is, the first three stages of the Kirkpatrick model. 95 students took part in the survey, Table
1 shows the characteristics of the surveyed groups.

Questions for the survey were compiled on the basis of a review of a large volume
of research and analysis. For this study, the 2 stages of the Kirkpatrick model are more
informative and important. Therefore, the main part of the questions was compiled in these
two sections. Several questions are devoted to determining views on the accessibility of the
course: understandability, complexity, importance in the future, novelty, competence of the
teacher.

Further, it is proposed to evaluate the relevance, applicability, organization of the
educational process on a scale. The rating scale consists of 5 points. Participants anonymously,
in an independent form, could mark the necessary points.

The next group of questions is devoted to assessing the acquired theoretical knowledge
and practical skills on the basis of multiple choice test questions. This group of questions is
based on three levels of difficulty: easy, medium and difficult questions. Easy options contain,
for example, questions to test knowledge of the name of the components of the Arduino board,
followed by questions to determine the knowledge of the function and their capabilities, and
complex questions, mainly with mathematical and physical calculations.

Further, the implementation of the third stage of the Kirkpatrick model took place on the
basis of the teacher’s assessment for three boundary controls of the academic semester. The
maximum score that a student could receive abroad is 100%, that is, three milestone weeks
make up 300%, where scores above 70 indicate good mastery of the material, and above 90
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indicate excellent academic performance. According to statistics, about 25 thousand visually
impaired citizens live in Kazakhstan, so it is very important to make it clear to students that
there is such a problem and, most importantly, it can be eliminated.

5 Results

All respondents found the content of the course to be very simple and understandable.
Moreover, 50.5% of the respondents rated this item on a five-point scale at 4 points, and the
rest 49.5 percent at 5 (Fig. 1). That is, the students had practically no problems in mastering
the course.

1. How did you find the course content clear and easy to understand? LD

95 orzeros

60

48(505%)

00%) 10%) 000%)
0 |
1 2 3 4 5

Figure 1: Evaluation of comprehensibility and simplicity of the course

The following questions to assess the relevance and applicability of this course showed
very good results, almost all respondents (98.9%) believe that the proposed course is relevant
and the knowledge gained from the course can be used in production (Fig. 2).

7.To what extent is it relevant and applicable in your work on a 5-point scale? LD

95 oteros

80

48(505%)

0(0%) 0(0%) 11%)

1 2 3 4 §

Figure 2: Relevance and applicability of the course
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The organization of training received a rating of four points from 22.1% of respondents,
when 7.9 believe that this item deserves the highest rating (Fig. 3).

8, How well was the training organized and delivered?
95 orBeToB

i
(8%

60

Ly

- 2(21%

0(0‘%) 0(0‘%) 004

1 2 3 4 §

Figure 3: Evaluation of course organization

Interesting suggestions were made by learners to improve the course content. More than
50 percent of students suggest adding more practice tasks, while 32 percent believe that no
improvement is needed, the rest answered that they were satisfied with all the content (Fig.4).

9. What could be improved? |D

95 0rBeTOs

15 0 |
161584 12(126%) 15(138%)

daas)  4e2)

1% 2021%)
A1 1 (HICCICR R e A1

0
[consider ohertyp...  Moretask Nothing moretasks  more tasks | consit... nothing
Everything cool  More tasks | cansi... allis good more tasks | consi... - more fasksfconsid...

Figure 4: Participants’ proposals

Further, test questions were organized to assess the knowledge gained and progress in this
kus. On average, students showed excellent results on test questions. More than 93.7 percent
of those surveyed showed excellent results. The assessment of the teacher and the assessment
of the testing conducted, in principle, showed the same results. The error was only 3.17 points
(Fig. 5).
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Comparison of Instructor Assessment and Test
Results
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100
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Figure 5: Instructor evaluation

6 Conclusion

This article discusses one of the methodology for teaching students programming based
on the use of Arduino microcontrollers. The work on the article was aimed at sharing the
experience gained over several years of teaching students the basics of programming. In the
practical part, it was interesting to observe the development of the material, the receipt and
interpretation of the results that they received.

In general, this study is the beginning of further study of the process of teaching
students using not only Arduino microcontrollers, but also other types. The results obtained
showed that this type of integration had a good effect on student satisfaction, however,
further intensive development of information technology requires the same progress from the
educational process.

Understanding the principles of operation of microcontrollers is the basis for the effective
professional activity of specialists in this area. The solution to this problem can be the use
of the Arduino debug board in the process of teaching students of the specialty 5B071900
- Radio engineering, electronics and telecommunications, 6B06103 - Computer engineering,
5B070400 - Computer engineering and software programming microcontrollers.
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HIERARCHICAL MODEL FOR BUILDING COMPOSITE WEB SERVICES

The current evolution of disseminated computer program frameworks is characterized by a
growing adherence to the principles of service-oriented engineering (SOA). Simultaneously, these
frameworks are becoming more intricate, with an increasing number of components and more
complex data connections between them. This situation underscores the importance of employing
mechanisms to unify artifacts in the process of developing composite web services, which govern,
among other aspects, the architectural plane of the frameworks under construction. A model for
constructing composite web services is suggested as a suitable tool, implemented in accordance with
a hierarchical approach, intended for use in designing distributed systems. Model is constructed
over an assumption that coordination of the components of a composite web service is carried out
in a centralized manner ? in accordance with the orchestration model. To implement formalization
and obtain, based on analytical representations, the corresponding software implementations, it has
been decided to use the DEVS mathematical apparatus. The aspect of software implementation
is considered pivotal in determining the feasibility of automating the acquisition of composite
web services that operate within the orchestration model. Obtained research results has been
interpreted as a confirmation of the effectiveness of this approach on the basis of the scenario
of querying the database. Resulting artifacts have been represented with UML notation. The
relationship between analytical representations and corresponding software implementations has
also been demonstrated. Usage of the DEVS Suite tools has made it possible to visualize the
process of simulation - to obtain estimated values of the indexes of the resulting solutions.

Key words: distributed system, composite web service, DEVS, UML.
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KoMmo3uTTik Be6-KbI3MeTTEeP/li KYPY/AbIH NePapXUsIJIbIK, MOJEJTi

BeJiinren OarmapiiaMaliblk, Kyiiejepal JaMbITyIbIH Ka3ipri JeHreifin cepBUCTIK-Oar1apiiaHraH
apxurekrypa (CBA) epexesepin ycrany GapraH cafibli KeH TapaJraH Toxkipubere aiHaJATHIH
neHreit perimge cumarrayra Oosmasasl. COHbIMEH KaTap, MYHJIAN Kyiesepid, KypAeIiIiK menreiii
KATBICATBHIH KypamJac OeJiiKTep/iH caHbl OOMBIHINAIA, OChI KypaMJac OeJiiKTep apachblHa
OPHATBUIFAH aKIapaTTHIK OailjlaHbICTAD/IBIH KYD/Iesiiri 6oiipiHma 1a apra Tycyme. By xaraii,
©3 KeseriHjle, KypPbLIATHIH XKYHeJep/IiH apXuTeKTypaJsblK Kypamjac OeJiriH perTeifiTiH Kypama
BeO-KbI3MeTTEp Il o3ipjey mporecinge apredakrisepai OIpikTipy TeTiKTepiH maiijaianyIbiH,
MAaHBI3IbUIBIFBIH AHBIKTANAB. TuicTi Kypas peTiHie HepapXusjblK, TOCIAre CoWKec Ky3ere
ACBIPBIIATHIH KOMIIO3UTTIK BEO-KBbI3METTEP/Il KYPY MOJIEJ YCHIHBLIA/ IbI.

© 2024 Al-Farabi Kazakh National University
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Mopens Gesinren »kyiteHi »kobaJsiay Ke3eHiHJe Naiigaianyra apHajran. Mojgeab KOMIIO3UTTIK
BeO-KBI3METTIH Kypamjac OeJiKTepiH yijecTipy OpTajbIKTaHIBIPBLIFAH - OPKECTPJIK MOJIEJIbre
coifkec 2Ky3ere achIpbLIaJbl JereH OoJiKaMmra HerizzenareH. PeciMmpeyml 2Kys3ere acbIpy 2KoHE
AHAJIMTUKAJIBIK, YChIHY HETi3iHJe colfkec OarmapiiaMasiblK KaMTaMachi3 eryai enrizy ymia DEVS
MaTeMATHKAJIBIK, allllapaThblH HaifigaJany TypaJsbl IIenriM KaObLIIaHabl. barmapaaMaIblK, KaMTa-
MacChI3 €Tyl €HTi3y, 63 Ke3erinje, OpKeCTPJIK MOJe/ib OOMBIHINA, YKYMBIC iCTEHTIH KOMIIO3UTTIK
BEO-KBI3METTEP/[l aJIy IPOIECIH aBTOMATTAHIBIPDY MYMKIHJITIH AHBIKTANTBHIH (AKTOp peTiHe
KapaCThIPBLIAJIbI. 3epTTey HOTHXKEJEPl [IepeKKOpFa CYPaHBICTAPIbI OPBIHIAY CIEHAPUIiiHIH,
MBICAJIBIH TMafijiajiaHa OTBIPLIN, Oy TOCULIIH THIMILINH pacTtajbl. AJbIHFAH apTedakTiiep
UML skcrpeccuBTi Kypajgapbl apKbLibl YChIHBLIABL. CoHal-aK aHAJIUTUKAJBIK KOpiHICTepMeH
coiikec OarmapJ/iaMaJiblK KaMTaMachl3 €Tyl eHrisy apachlHjarbl Oaitjanbic kepceriiai. DEVS
Suite KypaJjgapblHbIH MYMKIHJIKTEPIH Mmaiijajiany, OackajapMeH Karap, MOJeJbJEY IPOIeCciH
BU3yaJIM3AIMsIayFa — YKACAJATHIH IIENMIepP/iH KOPCETKIIMTEPIHIH OOIKAIbBI MOHIEPIH AJIyFa
MYMKIHIIK Gepi.

Tvyitia ce3aep: yiecripinren xyite, Komnosurtik Beb-cepsuc, DEVS, UML
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UNepapxuyeckasi MO/iejib IOCTPOEHNUSI COCTABHBIX Be0-CEPBUCOB

Tekymuit ypoBeHb PA3BUTHUS PACIIPEIEJIEHHBIX [IPOIPAMMHBIX CHCTEM MOYKHO OXapPaKTePH30BaAThH
KaK TaKOH, IpU KOTOPOM CJeIOBaHHUE IIOJOXKEHUAM CePBUC-OPUEHTUPOBAHHON apXUTEKTyPbl
(COA) cranosuTcs Bee 6oJiee MOBCEIHEBHO TPAKTUKOI. BMecTe ¢ TeM ypOBEHb CJIOXKHOCTH TAKUX
CHCTEM IIPOJIO/IPKAET BO3PACTATh — KaK C IO3UIMU KOJIMYECTBA 3a/1efICTBOBAHHBIX KOMIIOHEHTOB,
TaK M C HMO3UIUU KOMILIEKCHOCTU NH(MOPMAIMOHHBIX CBA3€H, YCTAHABINBAEMBIX MEXKY JAHHBIMU
KOMIIOHEHTaMu. TaKoe IMOJIO?KEHUE BeIleil, B CBOIO 0Yepe/ib, O0YCIABINBAET BaXKHOCTh UCIIOJIb30-
BaHUsS B IPOIECCE Pa3pabOTKU COCTABHBIX BEO-CEPBUCOB MEXAHU3MOB YHUMUKAIUN apTedaKkToB,
PErJIAMEHTUDYIOIINX, B TOM YHCJE, APXUTEKTYPHYIO COCTABIISIONIYIO CO3/IaBAEMbIX CHCTEM.
B kadecTBe COOTBETCTBYIONIErO HHCTPYMEHTA IIPEJIAraeTCsl MOJIENb ITOCTPOEHUs] COCTABHBIX
BeD-CEPBUCOB, PpeaJM30BaHHAsl COTVIACHO HEPApXUIeCKOMy moaxomy. Mopesnb mpeaHazHAdIeHA
K HCIOJb30BAHWIO HA 3ITale IIPOEKTUPOBAHUS paclpeiesieHHoil cucrembl. Momenb mocTpoena
Ha JIOIYIIEHUHU, YTO KOOD/IMHUPOBAHME KOMIIOHEHTOB COCTABHOI'O BED-CEPBUCA OCYIIECTBIISETCS
[EHTPAJIN30BAHHO — COIVIACHO MOJEJIN OpKecTpoBKHU. [l mpoBesiernsi hbopMaIu3aiu 1 IOJLy-
YeHHUs Ha OCHOBE aHAJNTUYECKHUX [PEJCTABICHUNA COOTBETCTBYIONUX ITPOIDAMMHBIX PeaJn3aliuil
IIPUHSITO PEIleHne 3ajeiicTBoBarh MaTteMarudeckuit anmapar DEVS. Ilporpamvuast peanmm3sarius,
B CBOIO O4Y€pelb, aJIPecOBaHa B KadecTBe (akTopa, 0OyC/IABINBAIOIIETO BO3MOXKHOCTH aBTOMa-
TH3AIIU [IPOIIECCA IIOJIyYeHNsI COCTABHBIX BeO-CEPBUCOB, (MYHKIMOHUPYIOIINX COIVIACHO MOJEJIN
OPKECTPOBKU. Pe3yﬂbTaTI)I IPOBEAECHHBIX I/ICCJ'Ie)]‘OBaHI/Iﬁ nmoaTBEepAuIN ,HeﬁCTBeHHOCTb TaKOI'O
[I0JTX0/Ia HA IPHMEpe CIIeHAPHUsI BBIIOJIHEHHST 3alpOCOB K Oaze jaHHbIX. [lomyuaembie mpu aToM
apredaKThl ObLIM TPEICTABJIEHBI C UCIOJIb30BAHNEM BbIpa3uTesibHbIX cpeactB UML. Takrke ObLia
IPO/IEMOHCTPUPOBAHA CBA3b MEXKJy AHAJUTUICCKUMU IIPECTABJICHUSIMI U COOTBETCTBYIONIAMMA
[IPOrPAMMHBIMH  peasin3arusiMu. Vcrmosib3oBanue BO3MOXKHOCTel umHeTpyMeHTapuss DEVS Suite
IIO3BOJIMJIO, B TOM YHCJIEe, BU3YaJU3UPOBATH IIPOIECC MMHUTAIIMOHHOI'O MOJIEJIMPOBAHUAA — JIJIs
[IOJIy"I€HUsI OIIEHOYHBIX 3HAYECHUIN ITOKa3aTesell CO3/1aBAeMbIX PEIeHNH.

KurouyeBbie ciioBa: pacipesesieHHas CUCTeMa, KOMIIO3UTHBIN Beb-cepsuc, DEVS, UML.
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1 Introduction

Today, the concept of reuse, which underlies service-oriented architecture (SOA), is one of the
defining concepts considered when creating distributed web applications. The reason for this
could be to save money on the development process. Web services are parts of SOA-based
systems. One big advantage of web services is that they are not tightly connected. This makes
the system better at working together and communicating with its different parts. The group
of online services in a system is often called a composite web service, and the individual parts
of the system are called atomic web services.

Given that composite web services (CWS) can embody systems of varying complexity,
it is prudent to conceptualize a CWS as a stratified system. This approach facilitates the
process of specification, verification, and validation, ensuring that the synthesized CWS
operates correctly through a series of automated steps. Research [1| highlights a deficiency
in addressing verification and validation (V&V) issues during development. Synthesizing a
CWS involves employing diverse methods to create a CWS with the necessary functional (F)
and non-functional (NF) characteristics.

Having a detailed plan in writing, like a set of rules or instructions. A detailed plan
for how atomic web services interact with each other is needed to automatically create
CWS. This condition is needed because machines need to clearly understand the specification
when they are doing automated tasks. Proposed to use TLA (Temporal Logic of Actions)
formalism by L. Lamport [2] is a way to explain how something works. The selection
of this formalism is substantiated by several distinguishing characteristics: firstly, the
utilization of the Model Checking verification method (TLC, TLA Checker) is seamlessly
integrated into the corresponding TLA Toolbox software. Secondly, the incorporation of the
"behavior"concept enables the description of acceptable scenarios for the operation of the
system under examination. Through the Model Checking approach, it becomes feasible to
automatically verify permissible system states, acceptable parameter values for specifications,
and to detect potential "deadlocks". One notable advantage of adopting the Model Checking
approach for verification lies in its potential for complete automation.

The verification process is tasked with determining whether the formal specification
of the Composite Web Service (CWS) has been accurately constructed. This entails
confirming the correctness of the specification. A supporting statement from [3| reinforces
this notion: "Finding methods to ensure that the developed hardware and software meet their
specifications is a core challenge in computer science."Conversely, the validation procedure
for CWS seeks to answer the question, "Are we developing the appropriate system with
CWS?"This process focuses on validating the suitability of the CWS, ensuring its compliance
with predefined standards for both functional (F) and non-functional (NF) attributes. It is
recommended to evaluate the practicality of the synthesized CWS for a specific instance,
with predetermined criteria for its F and NF characteristics.

2 Formulation of the problem

It is imperative to identify the functional (F) and non-functional (NF) properties of a
newly conceptualized Composite Web Service (CWS) during the planning phase of its
creation [4]. The automated synthesis of CWS is proposed to proceed systematically through
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the stages of conceptualization, specification, and verification and validation (V&V). This
sequence, referred to as "conceptualization /specification/V&V,"entails developing a formal
model specification, designing a CWS model, validating the model, and assessing its adequacy.
To streamline the specification stage, it is recommended to structure the model of the CWS
during the conceptualization phase. This involves creating a formal, machine-interpretable
definition of acceptable scenarios for the operation of the CWS. The verification and
validation (V&V) stage ensures alignment between the developed model and specification,
while also confirming the adequacy of the model by verifying that the planned CWS’s F and
NF characteristics meet the required specifications. As a result, this work undertakes the
investigation of the proposed sequence of steps in the automated synthesis process of CWS,
along with the technologies and tools utilized in its implementation.

3 Conceptualization of CWS

Consider the Composite Web Service (CWS) as a hierarchical structure, which simplifies
the subsequent specification process. Complex hierarchical systems can be organized as
follows [5, 6]: initially, a conceptual model of the system is crafted, with each layer
representing a different level of the subsystem hierarchy. The hierarchical modeling approach
is demonstrated by creating models of system components that are then integrated into the
overall system model.

The system under investigation is denoted as "coordinator/computers,"representing a
specific instance of CWS. The "Controller"design pattern |7] can aptly describe the behavior
of such a system. According to this pattern, "a controller should typically delegate tasks to
other objects and manage their activities rather than executing tasks themselves."Examples
of existing system components aligning with the "Controller"pattern include elements of
the Grid infrastructure (CE/WNs, Computing Element & Working Nodes), where the CE
component assumes the role of the controller (coordinator). These proposed abstractions
resonate with the composition model outlined in the WS-BPEL standard [8], known as
"orchestration a model for centrally coordinating web services within a composition (CWS).
The function of the synthesis process coordinator is performed by the BPEL Engine
component, implemented as part of the corresponding tools (Oracle BPEL Process Manager,
ActiveBPEL, Eclipse BPEL Designer, etc.). Let’s denote the BPEL Engine component as
CRD (Coordinator, Controller).

To describe the specification formalism, we use a set-theoretic approach. Let us denote
the set of atomic web services as AWS = {aws; |i=1,m}, m € N, where aws; € AW S —
atomic web services available for use. Sets of some necessary for the implementation of the F-
characteristics of CWS will be represented as subsets of the set AW S: {Cj| J= L_n} , nE
N, where C; € AWS — subset of atomic web services required for implementation j-th
F-characteristics of CWS.C; = {aw3k| k= m} , p€ N,and p <m.

Let everyone aws; characterized by a pair (af;, anf;), where af; and anf; — ®- and H®-
characteristics aws;, respectively. By af;will understand some F-transformation, performed
on a set of input data vec;: af; = f;(vec;). Conceptually under aws;we can understand some
abstract entity that implements a function f;(vec;).

Let the NF characteristic anf; determined by three (r;,t;,¢;), where r;(response) —
response time aws;; t; (throughput) — the capacity of the network channel formed by the
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sender node of the request and the recipient node (on which some aws;); ¢;(cost) — function
execution cost value f;(vec;). In this case, we will assume that the value of the element
riequals the sum of the times spent on transmitting the request (from the sending node to
the receiving node) and on implementing the F-characteristic to some aws;, deployed on the
recipient node.

Let’s assume that the client request specifies requirements for F-(F' req) and
NF characteristics (NF _req)CWS. NF req, wherein, are determined by three
(r_req, t_req, c¢_req), where the elements of the triple represent the response time, link
capacity, and cost requirements of CWS, respectively.

A positive answer to the question “Does some NF characteristic of CWS satisfy the
requirements of the client request?” it is proposed to give if the corresponding inequalities
are true:

r_req > Zri. (1)
i=1

t req < min(t;).

n
c_req > Z Ci.
i=1

If we view the interactions among certain awsy, awsyi; € C; entities through the
lens of CWS as sequential exchanges between computing processes dispersed geographically,
facilitated by asynchronous exchange of structured messages, it seems plausible to consider a
formalism grounded in the principle of function superposition as an apt means to depict the
functional characteristic of CWS. This approach can be justified by Charles Hoare’s theory
of interacting sequential processes [9] and specific aspects of message exchange mechanisms
among distributed computer system components outlined in the SOAP protocol [10]. This
technique serves as a natural method for attaining the requisite functional characteristic of
CWS aggregation, as illustrated in (Fig. (1).

anﬂu = . Pt P
j in(t,,t,
(s ety G/ min(t,, [y
o Gy +Cyy
WS aws, ., CJ.
af, af, ., TFoodfn

Figure 1: j-th F-characteristic of CWS aggregation scheme

Let’s separate the "coordinator/computers"system into two strata: St 0 and St 1 (Table
).

Because the function is to coordinate atomic web services as part of CWS; by the
coordination procedure we mean the execution of calls to some aws;, € C; in a given sequence.
CRD and awsy, In this case, we will call them elements of the corresponding strata.
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Losses | Purpose of the component | Formal notation
St 0 coordinator CRD
St 1 calculators C; = {aws}

Utilizing the introduced formalism, we offer a structural UML diagram depicting the
stratification of the CWS "coordinator /computers" (fig. . Here, the term "refines,"denoted
by the operation (operator), signifies the execution of the coordination procedure.

CWS
St 0uSt 1

¢

«refines»

CRD }-----------3 C
ST 0 Y

Figure 2: CWS stratification scheme

Let the procedure for coordinating elements C; is implemented within a certain
subroutine. In the theory of interacting sequential processes proposed by Charles Hoare,
it is recommended to regard the entire system under examination as a process. Here, the
behavior of this process is delineated by the behaviors of its constituent subprocesses.
These subprocesses’ behavior, in turn, is contingent upon the frequency and order of events.
Consequently, alterations in the states of the system in question transpire upon the incidence

by NA4 AN1A

of events of three distinct types: “boundary”, “challenge”, “result”. Let us represent these types
of events in the form of corresponding sets:

REQ = {req, resp},

where RE() — many boundary events, and req— coordinator receiving event C'R Drequest with
requirements for F and NF characteristics of CWS (we will consider req as initial event);resp—
final event — sending the result of the CWS work;

INVOKE = {invokey} ,
where/ NVOKE — many call events from the coordinator C'RDelements awsy, € Cj;
RES = {resy},

where RE S — set of receiving events by coordinator C'R Dresults of element’s operation awsy €
C;.

Some event invoke, € INVOKE we will consider as a stimulus the following type of
display:

fr s vecy — resyg.
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We aim to delineate subprocesses that unveil the functional characteristics of CWS
via suitable scenarios. Drawing from Charles Hoare’s formalism, we propose documenting
events using a protocol—a predefined sequence of notations linked to events. We advocate
substituting the term "protocol"with the notion of "scenario."This adjustment aligns better
with the intricacies of the system under consideration, as the orchestration model delineates
a centralized approach to orchestrating the coordination process. Let us denote by a set of
scenarios describing the dynamics CWS’s (F-characteristics):

= {7}

GCRD

i =<invokey, ..., res; >, I =1, p. (2)

Those every szD describes a method (scenario) for implementing some CWS F-
characteristic based on coordination of elements C;.The initial entry of the script corresponds
to some event of the “call” type, and the final entry corresponds to an event of the “result”
type. It’s obvious that |S| (cardinality of the set S) equal to the number of F-characteristics
of CWS.

The item under investigation (system) first takes part in an event, and then it behaves
exactly like a process (subprocess), according to C. Hoare’s theory of interacting sequential
processes. Formally, it is proposed to write it like this:z — P, where x, P — some event
and process (as a sequence of events), respectively; ¢’ — follow operator; reads like “P for
x”. Let’s modify this recording method by including a selected type of boundary events into
consideration. To do this, let us denote by s]Cle some alternative scenario specifying an
alternative CWS’s F-characteristic. The alternative will be designated as ."The following
characteristics apply to acceptable CWS speakers:

req — (SJ»CRD| S]CﬁD) — resp. (3)

One could think about this method of defining the CWS dynamics as an expansion
of ([2).

It is also important to note that [11] suggests an alternative method of documenting events
(instead of laying out a timeline). The concept of "process history"(h) is utilized in place

of "protocol."Synopsis h is carried out in the manner: e LN ¢ e, ¢ € E, where F— several
incidents, ‘—’indicates the changes between occurrences, h — an arrangement of transitional
events from F.

From the perspective of streamlining the process for interpreting a script into a formal
TLA specification, we believe that setting the sequence of events using scripts is a more
acceptable method.

4 A system with CWS example

Now, let’s delve into a specific scenario. Let’s suppose we're examining a system equipped
with Composite Web Services (CWS). This system can be perceived as a modified version of
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the "coordinator/computers"system. We introduce an additional actor named "Client"into
this system, denoting a source of boundary events: request generation is represented by event
req; while receiving the CWS output is depicted by event resp.

As an example domain scenario, let’s consider the process of generating queries to a
Database Management System (DBMS). The significance of this scenario is underscored by
the prevalence of corresponding web-based software systems (eBay, newegg, etc.). Because
Oracle or MySQL solutions are usually used as a DBMS; let the set of query generation
functions be presented as the following set: {select, delete, update}, where the elements
denote the functions for generating queries for selecting, deleting and modifying table
records, respectively. Let the specified functions be implemented by atomic web services
awsy, awss, awss, respectively.

To modify (delete) the required record of a table, you must first generate a query to
make sure that exactly the required record is selected; then, depending on the end goal being
pursued, execute either the request delete, or request update. As a consequence, we see that
a possible way to automate this procedure is the synthesis of CWS, the functioning of which
can be carried out according to two scenarios:

(5077 57P)

req — — resp.

Scenarios s{#P and s§%P reveal the F-characteristics of CWS:
AWS = {awsy, awss, awss};

C1 = {awsy, awss}; Cy = {awsy, awss};
sYRP —< invoke 1, res 1, invoke 2, res 2 >;
sSRP —< invoke 1, res_1, invoke 3, res 3> .

Let us present the described scenarios in the form of a UML interaction sequence diagram

(fig. 3).

5 Specification, V & V

Interpreting scenarios s¢#P and s§#P into a formal TLA specification involves envisioning

scenario records as sequences of Composite Web Service (CWS) states. To achieve this, we
establish rules for specifying event occurrences:initialization of variables corresponding to
events involves assigning elements of the set; ’0’” denotes the event did not occur, while any
other value represents occurrence; a modifier (”) indicates the value of a variable specifying
event occurrence at a subsequent point in time.

To define CWS states and their sequence: utilize the conjunction operator (A) to connect
the current state to the previous one and set variable values based on events within
the CWS state; employ the disjunction operator (V) to indicate alternation in scenarios;
the "UNCHANGED’ modifier denotes that a variable’s value in the current state remains
unchanged from the previous state.

The TLA specification for the given cases (s{fPand s , is then created using the
interpretation rules outlined above. Listing for formal CWS TLA demonstrated (Fig. .

G0
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Clignt CRD aws, ‘ aws, aws,
! 1: reg : : : i
| | | 1 |
2: invoke_1 | : i
gl i |
3 res_1 '|-J4——> select | :
B e aE : :
| 1 |
| | |
I | |
ALT 4: |rw|0k&_2 ! :
= ...q. |
5: res 2 T delete |
X 6 ----------- A PR L O L S Lol -’”"/ 1
If[ R J , : ,
I I I I
t | }
[5,('}?4') J b dinvoke 3 | !
2 L 1 -l ez
| 5:res 3 | u/;; update
e mm e B e e e i e e
6. resp

Figure 3: Scenarios for the operation of a system with CWS

Listing 1 defines valid CWS states according to the following conventions: Init, OnReq,
Onlnvoke 1,..., OnRes3, OnResp. The correctness of the specification was checked using the
Model Checking method (TLC, TLA Checker), integrated into the TLA Toolbox development
environment.

Analyzing the proposed specification method, one can note some cumbersomeness
(syntactic redundancy) of the resulting CWS TLA specification. As an opposite (positive)
point, we can point out the clarity and structure of the TLA specification obtained through
the use of the proposed set of translation rules. The indicated advantages and disadvantages
can also characterize wsdl (Web Services Description Language) descriptions of atomic web
services.

The next step is to implement the validation procedure. In our case, the validation
procedure consists of conducting discrete-event simulation modeling in the DEVS Suite
environment. A distinctive feature of the DEVS formalism is the concept of “atomic model”
[12]. This concept is preferable in that it allows one to naturally represent the hierarchical
connections (relationships) of component models within a system model with a CWS.

Let us denote by am__ 1, ..., am__3 atomic web service models awsy, ..., awss, respectively.
Coordinator Model C'RD let’s denote it as am_ CRD. We will represent the “Client”
component of a system with CWS in the form of an atomic model of a scenario generator
(8D or s§EP) which are then sent to the model’s input ports am _CRD. Let us denote
the model of the “Client” component as am_Gen.

Let’s include models of atomic components as part of the system model with CWS
(em_CWS). We will record the moments when messages appear on the input and output
ports (in and out) models em _CW.S as moments of the onset of boundary events regand
resp, respectively.
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“W* operate with natural numbers

EXTENDS Naturals

\* wariables denoting events

VARIABLES req, resp,
invoke 1, inwvoke 2, invoke 3,
res 1, res 2, res_3

\* setting acceptable walues

Def == /\ reg\in{o0,1}

/N\ resp \in{0,1}

/\ invoke 1 \in{O0,1}

/\res_1 \in {0,1}

/\ invoke_ 2 \in{0,1}

/\ res_2 \in {0,1}

/\ invoke_ 3 \in {0,1}

/\ res_3 \in {0,1}

“* CWS state specification:

\* 1 — none of the events happened

N

Init == /\ reg=0__/\ invoke 1=0/\res 1=0/\resp=0/\invoke 2=0/\ res 2=0/\invoke 3=0 /\ res 3=0

“W* 2 — receipt of a request
\* from the client
OnReq == /\ req' = 1 - reg
/\ UNCHANGED<<resp>>
/\ UNCHANGED<<invoke 1, invoke 2, invoke_ 3>>
/% UNCHRNGED<<res 1, res_2, res 3>>
\* 3 — call by coordinator aws_1
onInvoke 1 == /% OnReq
/\ invoke 1'=l-invoke_ 1
/\ UNCHANGED<<req, resp>>
/\ UNCHANGED<<invoke 2, invoke 3>>
/\ UNCHANGED<<res 1, res 2, res 3>>
“* 4 — receipt by coordinator
\* call result aws_1
OnRes_1 == /\ OnInvoke 1
/N res_1' =1 - res_ 1
/N UNCHANGED<<req, resp>>
/\ UNCHANGED<<invoke 1, invoke 2, invoke 3>>
/N UNCHRNGED<<res 2, res_3»>
“* 5 — call by coordinator aws 2
OnInvoke 2 == /\ OnRes 1
/\ invoke 2' =1 - invoke 2
/N UNCHANGED<<req, resp>>
/\ UNCHANGED<<invoke 1, invoke 3>>
/% UNCHRNGED<<res 1, res_2, res 3»»>
\* & — receipt by coordinator
“* call result aws_2
OnRes_2 == /\ OnInvoke 2
/N res_2' = 1 - res_2
/\ UNCHANGED<<reg, resp>>
/\ UNCHANGED<<invoke 1, invoke 2, invoke 3>>
/\ UNCHANGED<<res 1, res 3>>
\* 5 — call by coordinator aws 3
OnInvoke 3 == /\ OnRes 1
/\ invoke 3' = 1 - invoke 3
/\ UNCHANGED<<req, resp>>
/\ UNCHANGED<<invoke 1, invoke 2>>
/\ UNCHANGED<<res 1, res_2, res 3>>
\* & — receipt by coordinator
Y* call result aws_3
OnRes 3 == /\ OnInvoke 3
/N res 3' =1 - res 3
/\ UNCHANGED<<req, resp>>
/\ UNCHANGED<<invoke 1, invoke 2, invoke 3>>
/\ UNCHANGED<<res_l, res_2>>
\* 7 — sending to client
\* work result CWS,
\* task of alternativeness
\* scenarios
OnResp == (OnRes_2 \/ OnRes_3) /\ resp’ = 1 - resp
Spec == Init /\ [OnResp] <<req, resp, invoke 1, invoke 2, invoke 3,
res 1, res 2, res 3>>

Figure 4: Fragment of specification
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Now let’s model the system we are studying. As NF features of the system model’s
constituent parts with CWS, we select the response time, ms:anfi.r; = 30, anfs.ry = 40,
an f3.r3 35. Model response time am_Gen set equal to 10 ms, and the time spent on
implementing the coordination procedure by the model am CRD — 50 ms.

Let the requirements for SF characteristics CWS NF _req.r _req = 200 ms.Our task is
to check through simulation whether the CWS model satisfies the given NF requirements.
Satisfaction of the requirements for the CWS F-characteristics is confirmed by the correct
functioning of the model.

Consider the case when the input port of the coordinator model am CRD script arrived

s{RD (tigfp).

crm_CAWWE
i am_CRD @ outl
in2 o @ out2
st e active ot
am Gen g s 1_peidt ez g —Ar rest
activate @ PASS|Ye res 3@l @=560000 ek

o =infinty S S-2-Pott

am_1
e in & passive @ out T
o = infinity
am_2 am_3
ine{  passive o out ina passive  -aout
a = infinity a = infinity

Figure 5: Block diagram of a system with CWS

A fragment of time diagrams of the modeling process is shown in fig. [6]
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Figure 6: Operation time intervals am_1, am_ 2

The results of the simulation show that the total value of the component’s NF
characteristics ecm_CW S sums to 225 milliseconds, which is insufficient to meet inequality
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(1)). For clarity purposes, we have incorporated an illustration of the proposed conceptual
model in Figure [7], specifically pertaining to the scenario under examination.

e s e N

i Conceptualization §‘

| Cws

St 0087 1 —
?
i i jlr‘
«refines» “

i !

¢ |G, k=4 ERD m
_l «uses» E

. req — : :

i (SICRD q;:m) <_ _________ i

| —> resp :

T = mene Aommmmmm e r
. | \
[

[ 1

am Gen,am CRD,

am l,am 2,am 3

Figure 7: CWS automated synthesis process conceptual model
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6 Conclusion

Henceforth, the automated synthesis of CWS entails three consecutive stages:
conceptualization, specification, and V&V.

In the conceptualization phase, the composite web service model was stratified, drawing

upon Charles Hoare’s theory of interacting sequential processes to establish conditions
facilitating the subsequent specification stage.

Guidelines for formalizing ideas from the conceptualization stage into a TLA specification

are proposed during the specification step.

During the V&V phase, a discrete-event simulation model of CWS was developed within

the DEVS Suite environment, and the accuracy of the TLA specification was validated. A
domain scenario instance was examined, involving the formulation of queries for a database
management system.
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