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METHOD OF LINES FOR A LOADED PARABOLIC EQUATION

Loaded parabolic equations belong to a complex yet important class of differential equations and
are widely applied in various scientific and engineering problems, as well as in ecology, epidemic
propagation modeling, and biological systems. Special analytical and numerical methods are used
to solve these equations, taking into account the influence of integral and functional loads. This
article examines a two-point boundary value problem for loaded parabolic equations, defined in a
closed domain. The solution is approached using the method of lines with respect to the variable x.
As a result of this method, a discretized problem is formulated. The obtained discretized problem
is represented in a vector-matrix form and is reduced to a two-point boundary value problem for
a loaded system of differential equations. The parameterization method proposed by Professor
Dzhumabaev is used to solve the boundary value problem. The efficiency of this method lies in the
high accuracy of the numerical-analytical solution compared to the exact solution, as well as in the
possibility of formulating the solvability conditions of the problem. As a theoretical justification
of the method, an additional theorem is proven, based on which the solvability conditions of
the problem are determined. The study explores the relationship between the original boundary
value problem and its discretized form for the loaded parabolic equation. This relationship is
substantiated using an additional theorem derived from the parameterization method.

Key words: loaded parabolic equations, two-point boundary value problem, method of lines,
convergence, parameterization method.
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2KyKTeJyireH mapadoJiajiblK TEeHJIey YIIiH ChIHBIKTApP d/IicCi

2Kykresren mapaboJiajiblK TeHIeyIep Kypaesi, 6ipak, MaHbI3bl TEHEYJIep KJIACBIHA XKATa(bl 2KOHEe
oJ1ap OPTYPJIi FHUIBIME 9PI HHKEHEPJIK KoJIaHbaIapa, SKOJOTAsIIA, SN IEMUSIAD/IBIH TapaIybiH
MOJIEJIBJIEYIE 2KOHE OMOJIOTHSIIBIK JKyiiesepae KeHiHeH KOIIaubLIa bl MyHIai TeHaeyaepil mermry
VITiH WHTErPAIILIK, KoHe (DYHKIMOHAIBIK YKYKTEMEIEPIiH OCepiH eCKepeTiH apHaibl aHAJIUTH-
KAJIBIK, KOHE CAHJIBIK, 9/IiCTep KOJJAHbLIaAbl. MaKaaa bl TYWBIK aiiMakTa KYKTeJITreH mapaboJia-
JIBIK, TEHJEYJIEP VIIMiH €Ki HYKTeJ IEeTTIK ecell KapacThIPbLIa bl. Bys ecenTi mrenry MakcaTbIHIA
KEHICTIK T afHBIMAJIBICHI OOMBIHINA CHIHBIKTAP 9IiCi KOMTAHBLIAILI. OIIC HOTUXKECIHIE JUCKPET-
TEJITEH eCell aJbIHaJbl. AJIBIHFAH JUCKPETTENTeH eCell BEKTOP-MATPUIAJIBIK, TYPJe OPHEKTEJI,
KYKTeareH auddepeHImaIabk TeHaeyaIep YIMH eKi HyKTedl IMeTTikK ecenke kenripimemi. ITler-
TiK ecernTi mremnty ymria mpodeccop 2KymMabaeBThIH TapaMeTpJiey 9/Iici KomaaubLIaabl. Byt oicTin
TUIMJIIT — €CeNnTiH CaHIbIK-aHAJIUTUKAJIBIK, IENIMIHIH J9JI IIeNIMre XKybIKTay J2JIIITIHIH 2KOoFa-
PbI OOJIyBIHIA KOHE eCENTiH MEeMIMIIK apTTAPbIHBIH AJBIHYbI OOJIBIT TAaOBLIAILI. OJIICTIH,
TEOPHUAIBIK, HETi3/IeMeci PeTiHie KOCBIMINIA, TeOpeMa JIDJICJIAEHII, eCEITiH MeNMIMITIK IapTTaphbl
AHBIKTAJIAbI.

© 2025 Al-Farabi Kazakh National University
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4 Method of lines for a loaded parabolic equation

3eprrey OapbIChIHIA KYKTEJreH MapaboJIa/iblK TeHJey VIIiH OacTalKbl IIEeTTI eCcell IIeH OHbIH
JIMCKPETTEJINeH ecell apachIHIarbl DallJIaHbIC KAPACTHIPhLIA L. By OailjlaHbIC TTapaMeTpJiey 9Iici
HeTi3iH/le aJIbIHFaH KOCBIMIIIA TeopeMaMeH JI9JIeIIEHET].

Tvyiiin ce3aep: KykTejreH mapadoJIaJIbIK, TEHIEYJIeD, €Ki HYKTeJI MeTTIK €Cell, ChIHBIKTap 9ici,
2KUHAKTBLIBIK, ITapaMeTpPJIey JIicCi.
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Meton npssMbIX [1JIsi HArpy2>KEHHOT'O Iapabo/IM4ecKoro ypaBHEHUsI

Harpyxennbie mapaboJsindeckne ypaBHEHUsI OTHOCATCHA K CJIOYKHOMY, HO BaXKHOMY KJaccy maud-
depeHINAIBHBIX YPABHEHUII W IIUPOKO NPUMEHHAIOTCH B PA3JIMYHBIX HAYYHBIX M WH2KEHEPHBIX
3ajlavax, & TaK»Ke B IKOJOTUH, MOJCTUPOBAHUU PACIPOCTPAHEHUs SMUIEMUN W OHOJIOTTIECKUX
cuctemax. i uxX pereHns MUCIOIb3YIOTCS CHEIUAIbHbIE AHAJIUTHICCKUE U TUCJIEHHBIE METOJIbI,
YUIUTHIBAIOIINE BIUSTHAE HHTEIPAJIBHBIX U (PYHKIIMOHAJIBHBIX HAIPY30K. B MaHHON cTaThe paccMaT-
pUBaeTCsd JIByXTOYEUHAsI KPaeBas 3a/1a4da JJIsi HAarPYy2KEHHbIX TapaboIMIecKuX ypaBHEHUH, 38/ 1aH-
Hasg B 3aMKHYTO# obsactu. /Iyt ee pelneHnsi NpuMeHsETCS MeTOJ IPSAMBIX II0 IepeMeHHoil . B
pe3ysabTaTe 3TOro MeTojia (POPMYIUPYETCs AUCKPETU3NPOBaHHAs 3a1a4a. [loydaeHHas IucKpeTn-
3UpPOBaHHASI 33/1a9a IPEICTABJIAETCS B BEKTOPHO-MATPUIHON (bOpPME M CBOJAMTCH K JIBYXTOUYEUHOMN
KpaeBoii 3a/1a4e It HarPy>KeHHOU cucTeMbl nuddepeHnaibHbIX ypaBaennii. [{iist pemrenust Kpae-
BOI 331491 MCIIOJIB3YeTCsl METOJ, ITapaMEeTPU3AIINHT, IPEJJIOKEHHBIH mpodeccopom 2KymadaeBbiM.
Db PEeKTUBHOCTD JAHHOTO METOJIA 3aKJIIOYAETCS B BBHICOKOH TOYHOCTH YUCJIEHHO-AHAJUTHIECKOTO
PpelIeHHsI [10 CPABHEHUIO C TOYHBIM PEIIeHHEM, a TAK2Ke B BO3MOXKHOCTH (DOPMYIMPOBAHUS YCIOBHI
pa3penmMocT 33/1a49i. B KadecTBe TeOpeTndecKoro 060CHOBaHHUS METO/Ia JIOKA3BbIBAETCS JIOIOJI-
HHATeJIbHAS TeopeMa, Ha OCHOBE KOTOPOI ONIPEIEIAIOTCs YCJIOBUS Pa3penInMOCTH 3a1a9u. B uccite-
JOBAHWHU M3YIaeTCs CBI3b MEXKLY MCXOIHOM KpaeBoil 3a1adeil n ee JUCKPETH3WPOBAHHON (hPOPMOit
JJIsT HAUPY?KEHHOTO [1apaboIMIecKoro ypasHenus. Jlannas ¢BsA3b 0O0OCHOBBIBAETCS C IOMOIIBIO J0-
IIOJIHUTEJILHOI TeopeMbl, IIOJIy4eHHOII Ha OCHOBE MeTO/la IlapaMeTpU3alliu.

KuroueBble ciioBa: Harpy:KeHHbIE TTAPAOOJIMIECKUEe YPABHEHUSI, IBYXTOUETHAS KpaeBas 3a/1a4a.,
METOJI, IPAMBIX, CXOAUMOCTb, METO/I ITapaMeTPU3allui.

1 Introduction and preliminaries

The essence of the method of lines, which explains its name, is as follows: for example,
in the case of a partial differential equation with respect to a function of two variables,
constant values are assigned to one of these variables, and transforming the problem into
an ordinary differential equation. Therefore, when addressing boundary and initial-boundary
value problems for partial differential equations, existing methods for solving initial and
boundary value problems for ordinary differential equations can be effectively applied. In
this study, the problem for loaded parabolic equations is transformed into a problem for
LDE.

A family of linear and nonlinear parabolic boundary value problems with the first
boundary condition are addressed using the method of lines in [1]. It is demonstrated that
there is a certain order of error in the approximate solutions produced by this method. The
ease of solving the heat conduction equation receives special attention.

A thorough theoretical investigation aimed at proving the convergence and stability
of solutions to one-dimensional parabolic equations with Dirichlet boundary conditions is
presented in work [2| using the method of lines.
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The work [3] approach the method of lines to solve certain quasilinear boundary value
problems of parabolic type and establishes theorems proving the convergence and stability
of the method.

The work |4] investigates boundary value problems for ordinary and partial differential
equations with loading. Estimates for the solutions to both the differential and difference
equations are established. These estimates ensure the stability and convergence of the
difference schemes for the equations under consideration.

The work [5] analyzes the convergence of one-step schemes of the method of lines (MOL).
The primary goal is to establish a general framework for convergence analysis applicable to
nonlinear problems. The stability concepts used in this framework are based on the theory of
nonlinear stiff ordinary differential equations. In this context, key notions include the norm of
the logarithmic matrix and C-stability. To illustrate the proposed ideas, a nonlinear parabolic
equation and the cubic Schredinger equation are considered.

The work [6] proposes a parameterization method for finding solutions to a system of
ordinary differential equations. The work [7] examines a mixed boundary value problem for a
linear parabolic equation with two independent variables. Using the method of lines, estimates
for the solutions and their derivatives are obtained in terms of the equation’s coefficients and
the boundary conditions.

Loaded parabolic equations are widely encountered in mathematical biology, particularly
in the mathematical modeling of transfer phenomena in living systems [8], [9]. Different types
of boundary value problems for parabolic equations with loading have been explored in the
works of T. Yuldashev, M.T. Dzhenaliev, M. I. Ramazanov, V.M. Abdullaev, K.R. Aida-zade
and M. Dehghan [10]- [17].

This paper considers the following two-point boundary value problem for a loaded
parabolic equation in ©Q = [0,7] x [0, w]

% = a(t,x)%—l—b(t,x)u(t,x)—l—z ki(t, x)u(t;, )+ f(t,x), (t,x) € Q=(0,T)x(0,w), (1)
B(z)u(0,z) + C(x)u(T, z) = p(z), z € [0,w], (2)
u(t7 0) = w0<t)7 u(ta w) = ?/h(f% te [07 T]: (3)

where a(t,z) > p > 0, b(t,z) <0, k;(t,z), f(t,z) - are continuous in ¢ and Holder continuous
in . We assume that the functions ¢(x), ¥y (t), 11 (t) are fully smooth and satisfy the following
conditions: B(0)¢o(0) + C(0)1ho(T) = ¢(0), B(w)¥1(0) + Clw)y(T) = p(w).

The task is to find a function w(t,z) which is continuously differentiable with respect to
t € [0, T] and twice continuously differentiable with respect to = € [0,w], such that it satisfies
equation along with the conditions , .

By discretizing with respect to the spatial variable x, the problem — is transformed
into a problem of LDE. The second derivative is approximated using the finite difference
method. The finite difference methods are discussed in works [18]- [20]. An auxiliary problem
for this system will be investigated, focusing on a two-point boundary value problem for
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LDE employing the parameterization method with loaded interval partition points in [0, 7]
[21]- |25]. A method for determining an approximate solution is proposed, together with
sufficient conditions ensuring its convergence to the problem’s unique solution. A method for
numerically solving the problem in systems of LDE is presented [26]- [34].

2 Materials and methods

We consider Vz and discretize by setting z; = i7, i = 0, N, N7 = w, with u;(t) = u(t,i7),
a;(t) = a(t,ir), bi(t) = b(t,i7), k! (t;) = k;(t,i7) and f;(t) = f(t,47). The problem — is

then reformulated in the following form:

‘Zj = q;(t) LT 277“; T (s + ; K(Ow(t) + fit), i=LN-1, (4)
Biu;(0) + Ciu(T) = i, i =1,N—1, (5)
up(t) =o(t), un(t) =(t). (6)

The solution to the discretized problem ([{)-(6)) is {u1(¢), ua(t), ..., un—1(t)} system, where
is u;(t) an approximation to the value of the solution u(¢,x) at the spatial grid points x;. It
satisfies the system of equations @, derived from using finite difference approximations
for the spatial derivatives. The conditions , (@ ensure that u;(t) adheres to the physical
constraints of the problem.

Caused by the linear of the system, for every 7 > 0, there exists solution to problem
([@)-(6) defined over the interval [0, T : {ui(t), ua(t), ..., un—1(t)}.

The following statement holds true.

Theorem 1. Let a(t,x) > p > 0, b(t,xz) < 0, k;(t,z), f(t,z) - are continuous in (2,
the functions o(x), ¥o(t), Y¥1(t) are completely smooth and satisfy the matching conditions.
Then the solution of the discretized problem —(@ converges at a rate of O(7?) as 7 —
0 approaches the solution of the two-point boundary value problem for a loaded parabolic
equation (1))-(3).

The main goal of this Theorem is to determine the solution to @—(@ Thus, we search
the conditions for the existence of a solution to problem —@.

To do this, we write the discretized problem —(@ in matrix-vector form:

dU - N-1
—r =AMU® + le M;(0)U(t;) + F(t), Ue RV, (7)
BU(0)+CU(T)=®, te[0,T], ®ec RN (8)

Here, the A(t), M;(t), where j = 1,...,m are matrices of size (N — 1) x (N — 1) and
F(t) is a vector function of size (N — 1) that remains continuous on the interval [0, T7]; the
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B, C are matrices of size (N — 1) x (N — 1), where

=200 4 by (1) wi 0 . 0
aj—(Qt) —ng(t) + b2 (t) a2(t) 0
Alt) = 0 wh ey + (0 0 ,
0 0 0 N ()
a@yo® 1 (¢) Kt 0 0 ... 0
falt) 0 K@t o0 ... 0
F(t) = f5(t) . Mty=1| 0 0 K@) 0 ,
a0 4 py () 0 0 0 ... K@
Bl 0 e 0 Cl 0 Ce 0 ©®1
0 B ... 0 0 Cy ... 0
- . .2 . . 9 C - . .2 . . 9 @ - QO.Q
0 0 BN_1 0 0 CN_1 YN-1

The solution to the problem (7),(8) is a vector function U(¢) that is continuously
differentiable on [0,7] that fulfills the system of LDE (7)) and possesses values U(0), and
U(T) at the points t = 0, t = T respectively, for which the equality holds.

We define C([0, T], RV ~Y) as the space of continuous functions U : [0, 7] — RN~ with
10l = max (U], 8] = max_|g,

t€[0,T] i=T,N—1

Fll, < F(t)|| =
| Hl_trerfg%H ()]l

Al - 1) -
— mae (L0, mae o 2= My o) <
) (D] -
< tg}% (Hal( )7|_‘2 ’WOH’L lan 1(7_)2” M’l”) +tre%%¥] m%%IHHfZ( )|

The parametrization method developed by professor Dzhumabaev [21] is applied to solve
problem @,.

The given interval [0 T is divided by loading points as follows:

[O,T)ZU:L—El[tT 1,1 ) O=th<ti <ty <. <tm+1:T.

We define C([0,T),t,, RN-DmHD) a5 the space of function systems U[t] =
(Uy(t),...,Uny1(t)), where the functions U, : [t,_1,t,] — RM~! are continuous and
have finite left-hand limits, i.e., t—l}tI}l—o U.(t) exists for all 7 = 1,m+ 1, with ||U[]|ls =

max_ sup U]
=TT (et tr)
The restriction of the function U(t) to the r — th interval t € [t,_y,t,.) is denoted as
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U.(t) =U(t), r=1,m + 1. Consequently, we have

m

dU,

i =AW+ S0Vt FO, ¢ =TT )
BUL(0) +C lim Upia(t) = @, (10)
tﬁlitHlO Us(t) = Us+1(ts)7 §= L_m (11)

By introducing parameters A\, = U,.(t,_1), 7 = I,m+ 1, Api2 = th%nOUerl(t) and by
gl
replacing U, (t) = u,(t) + A, in each interval [t,_1,t,), r = 1,m + 1, we obtain problem with
parameters

m

du,

=A@ + ) + ; M;(t)Aj1 + F(t), t€ [t,_1,t,), (12)
u(t,_1) =0, r=1,m+1, (13)
BA1 + Cpis = @, (14)
A + lim () = A1, s=1,m+1. (15)

t—ts—

The solution of the problem - is the pair (A, u[t]) with the elements:

A= (A, Ame) € RV=DOH2) 9] = (@ (t), .. ., U (1) € C([0, T), t,, RN-D0mH1)
here the functions @, (t) are continuously differentiable on the [t,_1,¢.), r = 1,m + 1, and the
A, satisfy the system of ordinary differential equations along with the conditions (|13|) —
iE)

If the pair (), u[t]), where A = (A1, ..., Apyo)’ € RNV 0] = (01(t), . .., Umsi (1)) €
C([0,T),t,, RN=Dm+1)) is a solution to the problem 1) (15)), then the function U(t)
defined by the equalities U,.(t) = u,(t) + A\, t € [tr—1,t.), ¥ = Lm+ 1, U(T) = Apio, 18
the solution to the problem (7)), (8). On the other hand, if U*(¢) is the solution to problem
. then the pair (\*,u*[t]), where \* = (U*(to),U*(t1),...,U*(tms1)), u*[t] = (U*(t) —
U*(to), U*(t) = U*(t1),...,U*(t) = U*(tn)) will serve as a solution to the problem (12)) — (L7)).

The emergence of the initial conditions u,(t,_1) =0, r = 1,m + 1, enables us to ascertain
the functions u,(t), r = 1,m+ 1, for constant X = (A1, g, ..., Api2) derived from the
Volterra integral equations of the second type:

7(t) = / A(E) (@ (6)+ A )dé + / >~ My(€)dEN 1+ / F&)de, r=T,m 1. (16)
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In equation , by replacing u,(€), r = 1, m + 1, with the appropriate right-hand side,
and by iterating this procedure v, (v = 1,2, ...) times, we acquire a depiction of the function
ur(t), r =1,m+ 1, expressed in the form below:

Up(t) = Dyp(t) Ay + ij Hyp(t, M) A1 + Gon(t,5) + Fop(t) 7 =T,m+1, (17)
g
where
Do) = | | A6 + | " a@). /:”1"",4@,,1) /5 AE)dE, .. de,
Hoo (1, M;) = / My(6)d6 + /tle@l)--- /:VIQA@V_l) 5 My(,)dg, ... g,
Gon(t,,) = / A | 5”12 Al ) /:_"11A<§V>ar<su>dfy...dsh
Fr(t) :/tT o d£1+/ A(&) . /j_ A(g,,_l)/til F(6,)dE, . .. 1.

From (|17)) we find
1im0ﬂr(t) = DW’(tT))‘T + Z Hw<tr7 Mj)Aj-‘rl + Gur(tra ar) + ﬁl/r(tr)a r=1m+L

t—str— —
]:

Substituting the appropriate right-hand side from into the conditions , and
multiplying by | = max(ts —ts_1), s = 1,m + 1, we obtain the following:

B\ L4 Chpgn 1 =D - 1, (18)

(14 Dos(t) A+ > Hyslts, M) A1 = A1 = —Galts, ) = Fua(ts), s =T,m+ 1. (19)
j=1

where [ is an identity matrix size of ((N — 1) x (N — 1)). Let Q,(l) represent the matrix
relating to the left-hand side of the system , , we obtain

Qu(l))‘ - _ﬁu<l> - Gu(ﬁv l)? (20)

where F,(1) = (=®l, F,1(t1), . .., Fym1(T)),

G,,(ﬂ, l) - (0, GV1(ﬁ1, tl), ey Gym+1(am+1, T))

Therefore, to identify the unknown pairs (A, u(t)) that solve the problem —([15)
we possess a self-contained set of equations (16), (20). The pairs (), u(t)) that solves the
problem - results in sequences of pairs (A\*, u*(¢)),k = 0,1,2,..., determined by
the subsequent algorithm:

Step 0: a) Supposing that for the selected [ € R, v € N, the matrix @, (1) is invertible,
we establish the initial approximation concerning the parametersA(®) = ()\go), N )\7(212)

RWN=D+2) from the equation Q,()A© = —F, (1), producing A = —[Q, ()] F,(I).
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b) Utilizing the elements of the vector A(® € RW=1(m+2) and solving the Cauchy problems
., . with A, = A\ on the [t [tr—1,t.], we determine the functions m (t),r=1,m+1.

Step 1: a) By inserting the obtained . ( ) r = 1,m+ 1, into the right-hand side of
(R0), we establish A® = (AL AL, ) € RV-Dm+2 from Q. ( W = —F, (1) — G, (@, 1).
b) On the [t,._1,t,], we address the Cauchy problems , by using A, = A and
determine the functions ﬂ,(ﬂl)(t), r=1,m+ 1, etc.

Proceeding with the procedure, at the k - th step, we obtain a system of pairs (A, 7*)[¢]),
k=0,1,2,.... Observe that in point b), for constant values of the parameter \,, the solution
to the Cauchy problem is determined individually for each interval t € [t,_y,t,], r = 1,m + 1.

3 Conditions for Convergence of Algorithms and Unique Solution of the Problem

@ @

Suppose ||A(t)|| < a = const, |M;(t)|| < B; = const, j =1,...,m. The requirement for the
algorithm’s convergence and the uniqueness of the solution to problem , lead to the
following statement.

Theorem 2. Let the matriz Q,(I) : RN=Dm+2) o RIN-DM+2) pe ingyertible, for
l € RY v e N, and let the following conditions be satisfied:

a) (@M < e (D),
b) gu(l) = gu(l) ' [eal -

AN
AN
|
—_
—~
Q
~
~—
bl

(et =30 )] <

j=0 J: j=1 k=0

Consequently, the two-point boundary value problem for the LDE @, (@ has a unique
solution U*(t) and the evaluation is just for its:

U1y < K, (1) max(||F |, @),

S R
Ku(l)={<el—1+el;5y‘l>'1_gy(l)'(1/! +1—g,,)(l)'(V! +1}><

X { (eal_1+€al.; ﬁjl)ey(l) -max (1,

v—1 ; v—1

Y
a,'> )—l—eal}l—l—% -max <1, >
j! — J-

=0

<.
<.

Proof. Under the assumptions of the theorem from step zero of the algorithm, we define
and estimate A(©)

IO = max A7) < QDI 1RO < e - IEO],

r=1m+1
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1E (D] < max((|fl1, max_|[ £, (4,)]),

r=T,m+1
| ()] < H /ttrl F(&)dé& || + H /:1 A(&) /:11 F(&2)d&2dE:

+H/ / A(&) . /j_l F(ﬁy)dgy...dle <

al)v~t 2 ()
<IFI + all P+ o+ o2 P = 3 SR P

Then

I
—

v

J
INOI < 2, (1) - max (1, (ad)

J!

) max(llo], |7l (21)

<.
Il
o

Functions a\" (t) we determine from the following integral systems equations

@0l < [ al@ae+ [ gyl + / > el + / IF©)lde,

trljl tr—1

adding H)\(O) |, = 1,m + 1, and using the Gronwall-Bellman inequality, we obtain:

O+ I < e mas (7S sagifhi+ [ E@ee+ 1601),

-1 7=1 —

Tl = max s G0 < (= DIA|+
r=1m+1tc[t,_1,t,)

e I?i‘fil/ Z@]HAJH\HHF( )Il)dﬁ)

r tr—1 521

Now we get

O < (e =1 e 3 B IO+ el 22)
j=1

from where, taking into account we obtain:
[Tz < Ko (1) max([| @[], [ F]|),

K, (1) = <eo‘l — 140l iﬁjz)@(w . max (1 Z (a ] 04 )z +eol],

§=0

Using the first step of the algorithm, we determine A" and estimate the norm of the
difference ||)\(1) - 2\OJ;

A = XN < 9, (1) - |Go(t, T )|| »

G, (tmuo))H < max |G (t, @) < S [EO]l2,

r= m+
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XD = 2O < e (1) - S [aO |2 < (1) - S, (1) max(([ ], [ F]).

Substituting A = A1) to the right side of and solving the Cauchy problem we
determine aM[t] = @ (¢), @V (), ..., @l (1) € C([0,T], t,, RN-Dm+1),

By persisting with the iterative process at the k—th step, we derive a pair (A® , a®[t]), k =
0,1,2,....

A®] = (@ (1), @80 (1), ..., u, (1) € C([0, T, t,, RNV,

AR = (AP AW ) e RIV-D0ma2),

Since A#tD \*®) are solutions to equation with the corresponding right-hand sides,
then their difference holds the following inequality:

A = A < e, (1) - |Gy (t:, TW) = G (ty, WD),

G (b, a0 — =1y =

r

[ [ A [ @) (96) - 86 ) s (9

tr—1 tr—1 tr—1
Using the Gronwall-Bellman inequality again, we estimate the difference in solutions of
the Cauchy problems through the difference in parameters:

Haﬁ“(w—ask*”(t)us<ea<HH>— 1) - A® — AED||4
4ottt / S8l — AED) =TT ()
tr 1 j 1

Substituting into the right side of and calculating the repeated integrals, we obtain:

tr §v—2 &
|G (b, @) — TRV < / O[_“/ a/ a[(easu 1) A — A
tr 1 tr—1

o). / Z,Bjdfﬂ/\JH NI e, - der =

71'—]_

l
N PP S R G alZﬁ]z—ZW— Zﬁj }W — A=
v—1 (al L
A 2] <0 [e -5 1 (e = 30 ) JIA® - A7) =
j=0 1=0 H:
= gu( ) IAD = AED k=12, (25)
v v—1
)M
() = =0)- ¢! - (-]
e J —
IACHD — A(’“)H < g () v(1) - IM I < <g@)- A0 = A0,
(k+p) _ < ||IAEFP) _ \(ktp—1) (ktp=1) _ \(k+p=2) (k1) _ (B <
1A Ol < Ix A [ A [+ A [ A<

< gi’(l)-lM XD gb =t (0 ATD=AB g, (1) ATFY A A 2B =
= (g0 + g7 (D) + o+ g (D) + DA — AW,
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Due to the condition g,(I) < 1 and inequalities , as p — oo the sequence
() converges to M*, sequence of systems of function w®[t] by the norm of the space
c([o,7),t,, R m+1)) converges to u*[t] and the following estimates are valid:

[A" = A® < A = = i (D7) - S K (1) max((| ], |11

1- gulH

~(k ~(k— a —
@7 () =@ )] < e 1+6’Zﬁ )N = AL

[a*[-) = a®[ ]2 <
_(al 1+ea125]) V) (l)sy(l)(crjl!)yKy(l)max(||(1>||,||F||1) k=1,2,...

Using these inequalities for £ = 0 and taking into account the established estimates ,
(22) we obtain:

IV = MO < Le, ()@ K, (1) max(|[ ] ]| ).

agv (1) V!

Tl = IV + @[l < IV = MO+ @[] = @Ol + AP ] + @]l <

<1 ' Y gy max(e], | FI) +

1—g.() v
+ (e - 1+ealzﬁj)1 e 0 S K max( ], 1#1)+
— (al)

+&,(1) max (1, . ) max(|||[, | Fl|) + K, (1) max((|]], [|F[lr) = K,(0).

J!

<
I
)

Uniqueness. Let U*(t), U**(t) two solutions to problem ([7]),(8)). Then the corresponding
systems of pairs (A", a*[t]) , (A, u™*[t]), where \* = (U*(ty), U*(t1),...,U*(tms1)), 0*[t] =
(U*(t) — U*(to), U*(t) — U*(tl) SU) = U (tm)), X = U (to), U (t1), ..., U (tms1)),
u*[t] = (U(t)=U**(ty), U™ (t)—U**(t1), ..., U™ (t)=U**(t,,)) are solutions to the boundary
value problem with parameters - and satisfy relations , . Similar to estimates
, the following estimates are established:

7j=1

A" = A < g (DA = A

Since g,(I) < 1 these estimates imply \* = A**, u*[t] = u™[t] i.e. U*(t) = U*™(t) when
t€[0,7].

The Theorem 2 is proved.

Let us now return to problem —(@. Since there is a connection between problems —@
and @—, the following theorem holds.

Theorem 3. Let U*(t) represent the solution to the problem (7)-(§) and u*(t) =

(ui(t),us(t), ..., uy_,(t)) represent the solution of the discretized problem ({)-(6). The
following conditions hold:
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a) The coefficients a(t, x), b(t, x), k;(t,z), f(t,x) are smooth and satisfy the constraints
a(t,z) > p >0, b(t,x) <0 and Holder continuity in z,
b) The functions o(t), ¥1(t), @(x) are sufficiently smooth and satisfy compatibility
conditions,
c) The requirements of Theorem 2 are met.
Thus, the discretized problem ([4))-(6) has a unique solution w*(t) =
(ui(t),us(t), ..., uy_1(t)) and the assessment is fair for its:
e () < 0@ < Koll) max(IF 1, 9], § = TN =1,
Now we can prove Theorem 1. Let u;(t) - the solution of the discretized problem —(@
and u(t, ;) - the solution at the grid points problem ([I])-(3).
The solution u(t, z) at x; satisfies:

(%gf") = a(t, xi)% + b(t, z;)ult, ;) + Z ki(t, xi)u(t;, x:) + f(t, z;)
=1

Using the finite difference approximation: 3271; = u(t’xi“)_u(i’f Dfultrion 4 O(72), we
get o
t ) t7 [ - t7 7 t7 i—
Qu(t, z:) = aft, :UZ)u( Tisr) = ult, 2) + ult, vin) + b(t, z;)ult, )+
ot T2
+ Z Ryt ai)u(ty, o) + f(t,2:) + O(7%), (26)
=1
B(zi)u(0, z;) + C(z)u(T, ;) = o(x;), i=1,N—1, (27)
up(t) = to(t), un(t)=1v1(t), te€(0,7T]. (28)

Subtracting the discretized problem —@ from — gives the error evolution
equation 0;(t) = u(t, ;) — u;(t) :

%‘i" — a(t, z) 2! _f; LS VP JZI kst 20)5(t;) + Ralt), (29)
B()8(0) + Cla)d(T) =0, i=T N=T, (30)
So(t) =0, On(t) =0, te[0.7]. (31)

R;(t) = O(7?) represents the truncation error from the finite difference approximation.
— equation is similar to —@. This means we can use the estimate from Theorem 2:
max |6,(6)] < K (DI R(0)], i =1, N 1.

So, we have proven Theorem 1.
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4 Conclusion

In this study, the method of lines is utilized to address the two-point boundary value problem
for loaded parabolic equations. Assuming that the solution is sufficiently smooth to the initial
problem, and according to Theorem 2, the interrelation between the two-point boundary
value problem for loaded parabolic equations — and the discretized problem —@ is
demonstrated. The stability and error of this problem will be studied in future works.

This research is funded by the Science Committee of the Ministry of Education and
Science of the Republic of Kazakhstan (grant no. AP23485618).
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ockTeri Teric 27 -IepHOATHIK, (PYHKIUSFa Coilkec KeseTiHi mpsemnenmi. S' Goipimmarer Jlammac-
Benprpamu omeparopsl chIpTKBI AuddepeHnnaapK, hopMaiap anmaparbl MEH XOI2K OIepaTo-
pbl apKbLIbl eHriziaren. OHBIH, JIOKAIbIl KOOPAUHATTAPJAFBl AWKBIH ©PHEri ecernTesin, OHbl eKi
eceni guddepennuanay omnepaTopblHa KejaTipyre 6omarbiabl kepcerisrern. Oman opi Jlamrac-
Benbrpamu onepaTOpBIHBIH CIIEKTPJIK TaIAaybl KYPTi3iIin, OHBIH MEHITKTI MoHAepl MeH 6ipiH-
i koHe ekiHmnm YeObIeB KOIMYyIe epi apKbLibl OPHEKTEreH COiffKec MEHIIKTI (byHKIUsIap
Tabbuiaapl. Olibutran menbep Ooitbiama Jlammac-BesrbrparMu ornepaTopbiHa KUCBIHIBI MIEIILIETIH
ecenrrep kasburrad. "OWbLIFaH meHbepIep MeH KeCIHIIEpIeH TYPaThIH KaOATThl XKUBIHIAPIarbl
Jlanmac-Besbrpamu onepatopbl TypaJibl MakaJaHbIH, COHFBI GeJiiMiH/e €Ki ofbLIFaH IeHbepIeH
2KOHE aKbIPJIbl MHTEPBAJIAH TYPATHIH Oip KAaOATThl KUBIHIAFBI MEHIMNKTI MOHJ/IEp MEH MEHITIKTI
bYHKIUAIAPIBIH 2KYiiesepi Ka3blIraH.

Tvyiiia ce3nep: Jlamnac-Benbrpamu oneparopsr, Oip esmem Il aybITKbIFaH cdepa, KACHIHIbI 1I1e-
MILIETIH ecerl.
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006 omneparope Jlannaca-Beaprpamu Ha cTpaTu@UIIMPOBAHHBIX MHOX>KECTBAX, COCTABJIEHHBIX U3
IIPOKOJIOTBIX OKPY>KHOCTEI U OTPE3KOB

B mammoit paboTe paccMaTpuBaeTcs BBeIEHHE JOKATLHBIX KOOPAMHAT Ha OKpy:KHocTH S' u aHa-
JIN3 Pa3JIMYHBIX KJIACCOB (DYHKIMIL, ONMpEEIEHHBIX Ha Heil. /J0Ka3bIBaeTCs, 9T0 KaxK1as TiajiKast
bYHKIWS HA OKPYKHOCTH COOTBETCTBYET TJIAKON 277 ~IEPUOAIMIECKOM (DYHKITUU Ha IUCJIOBOI OCH.
Bromurca oneparop Jlamnaca-Besaprpamu na S ¢ ucmosb3oBammeM ammapaTa BHeITHHX nudde-
PEHIUAJIBHBIX (POPM OIEPATOPa XOJ2Ka. BBIUHCIISIETCST €r0 sIBHOE BBIPDAXKEHUE B JIOKAJBHBIX KO-
Op/IMHATAX, IMOKA3BIBAETCs, YTO OH CBOJIUTCS K OIEPATOPY JABYXKPATHOrO IuddepeHInpOBaHus.
Jajiee TPOBOIUTCS CIEKTPAJBHBIN aHaau3 oneparopa Jlammaca-Benprpamu, HaxomsTes ero cob-
CTBEHHBbIE 3HAYEHUsI U COOTBETCTBYIOIIUE COOCTBEHHBIE (DYHKIINU, BHIPAYKEHHBIE Yepe3 TOJTUHOMBI
YebpImreBa IepBOTO U BTOPOTO POIOB. BBINMMCAHBI KOPPEKTHO pa3pelmMble 3a/a4u I olepa-
topa Jlamnaca-BejibrpaMu Ha IIPOKOJIOTOI OKPYXKHOCTU. B 3aK/ounTe/IbHOM Iaparpade craTbu
"O6 oneparope Jlamnaca-BenbrpamMu Ha cTpaTHUIMTPOBAHHBIX MHOXKECTBaX, COCTABJICHHBLIX U3
IIPOKOJIOTHIX OKPYKHOCTEH U OTPE3KOB ' BBIMUCAHBI COOCTBEHHBIE 3HAYEHUS W CUCTEMbI CODCTBEH-
HBIX (DYHKIMKA HA OJHOM CTPATH(MUIITPOBAHHOM MHOYKECTBE, COCTABJIEHHBIX U3 JIBYX MPOKOJOTHIX
OKPYKHOCTSIX U KOHEYHOTO WHTEPBAJIA.

Kurouessie ciaoBa: Oneparop Jlamraca-Benbrpamu, Bo3MmylieHHast oJHOMepHast cdepa, KOPPEKT-
HO pa3pelruMble 3a1a9u.

1 Introduction

The circle S* is one of the simplest examples of manifolds studied in differential geometry
and analysis. Despite its simplicity, it plays a key role in many areas of mathematics and
physics, including spectral theory, harmonic analysis, and quantum mechanics.

One of the fundamental objects of study on manifolds is the Laplace-Beltrami operator,
which generalizes the classical Laplace operator on Euclidean spaces. In the case of a circle, it
is closely related to the theory of trigonometric series and the analysis of periodic functions.

In this paper, we consider local coordinates on S and classes of functions defined on it.
We define the Laplace-Beltrami operator and study its spectral structure.

The eigenfunctions of this operator form an orthonormal basis in the space of square
integrable functions, which makes them an important tool for expanding functions in Fourier
series. This fact has wide applications, from solving equations of mathematical physics to
signal analysis in applied sciences.

Additional interest in the spectral properties of the Laplace-Beltrami operator on the
circle is due to their connection with quantum mechanics and statistical physics. In particular,
similar spectral problems arise in the study of string vibrations, heat conduction, and wave
propagation. In addition, the circle serves as a model object for studying more complex
manifolds with symmetries.

The goal of this paper is to conduct a detailed study of the circle S* as a differential
manifold, describe its local coordinates, consider the main classes of functions defined on it,
and study the spectral properties of the Laplace-Beltrami operator. The results obtained will
allow a better understanding of the role of the circle in spectral geometry and its connections
with various sections of analysis and mathematical physics.



20 On the Laplace-Beltrami operator in stratified sets composed ...

2 Circle as a manifold of dimension one

In the two-dimensional space R3:1$2’ consider the circle
§' = {(@"4) | @) + ()P =1}

We introduce the local coordinates of the circle. It is not possible to introduce universal
coordinates in the entire circle S!, so the circle S is represented as a union of two maps V;
and V5. Each map can define its own individual coordinates. For example, V; = S™\{(1,0)}
is a punctured circle with coordinate ¢ :

z! = cost, x® = sint,

where ¢ runs through the interval (0,27). On the map Vo, = S'\{(—1,0)} we enter the

coordinate 7 :

' =cosT,2? =sinT,

where 7 runs through the interval (7, 37). Note that the maps V; and V5 intersect and their
intersection

VinV, =St ust,

where S}F and S! are semicircles without intersections.

In S} the transition from ¢ to 7 is carried out by formula 7 = ¢t + 27, and in S* the
coordinates of ¢t and 7 coincide. Therefore, the maps V; and V5 are consistent maps and
define an atlas on S*.

3 Function classes on S!

Now we define the function classes C* (S?). If the function f € C(S') is given, then f =
f(z', 2%). Then we define the restriction of f to S, which we denote by f|5i = fi(z', 2?). We

can define the restriction of f to S! in exactly the same way, that is, flgr = fo(xt, 2?). We

denote by fi(cost,sint) = fi(t) 0 < ¢ < . The function f,(z',22) on S% can be represented
as a function of ¢:
fi(cost,sint) = f1(t), 0<t<m.

The same function fi(z',z?) in S% can be written in terms of 7 coordinates:

fi(cosT,sinT) = fi(7), 27 < T < 3.

It is clear that .

If the restriction of f(z!,22) to St is denoted by fo(t) = fo(7), where 7 = . Since f(z',22) €
C (Sh), then the function f(x',z?) is continuous at the point (1,0). That is,

lim f(2',2%) = f(1,0) or lim fi(t) = f(1,0)

(z1,22)—(1,0)
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or lim, o, f1(7) = f(1,0) = f(Q?T) =

~

-l u(0) = fu(2)
Therefore, f1(0 ) = 1(27r) Similarly, f(z',z?) is continuous at (—1,0). That is,
limg1 42) (—1,o)f( %) = f(=1,0) or

~

lim f1(t) = f(~1,0) = lim fi(r) = fi(m).

t—m T—3m

Therefore, f1(37) = fi(n). In the same way, we can extend fi(7) to the point 7 = 7. For
example,

lim f(7) = f(=1,0) = fi(x) or

T—T
T>T

film +0) = fi(x) = fu(37 —0)

That is, fi(7) can be defined at the points 7 = m and 7 = 37. In other words, fi(t) is

defined by 7 € [, 37], and fi(7+0) = f1(37 — 0). Thus, the function f1(7) has a continuous
2m-periodic extension to the entire axis. In the same way, fi(t) has a 2m-periodic continuous
extension to the entire number axis. More of these extensions give the same periodic function

fit) = fi(), VieR

Remark 1:if f € C® (S), then restriction f|y, = f(t) can be extended to the entire number
line and the extension has the following properties:
1) 27 is periodic;
2) infinitely many times continuously differentiable.
Now consider an arbitrary continuous 27 - periodic function on the entire number line.

~

ft)=f(t+2rm)VteR

Let (z',2%) € S'\{1,0} = V;. Find a unique ¢ € (0,27) such that z = cost,z”® = sint.
Since f — 27r is a continuous periodic function, then f(t) = %+ > (agcoskt + by sinkt) =

= % + Z (ak COS(k arcsos xl) + by, Sin(k arccosajl))
k=1
a o0
- 50 + > (@Tx(@h) + bpa®Un(ah)) = f(a!,2%)

e
Il

1

where T}(.) and Uy(.) are Chebyshev polynomials of the first and second kind.
Remark 2: Thus, for each smooth 27— periodic function f(t), we can uniquely construct
a smooth function f(z',z?), defined on the circle S.
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4 Laplace-Beltrami operator on the circle

We denote by C> (S') the set of infinitely continuously differentiable functions on S'. By
A'(S') we denote the exterior differential forms of the first order in the circle S', that is

w'(z) = ay(z)dz’ + as(z)dz?, == (2',27) € S,

where aq, a9 € C™ (S1).
By A2 (S') we denote the exterior differential forms of the second order in the circle S,
that is
w?(z) = a(r)ds’ A da?,

where o € C* (S'). Let us recall how the Hodge operator acts on the basis elements:
sda' = do?, xda® = —da', xdx' A da? = 1.

Take a scalar function i € C>(S"). Calculate its differential dh(z) = 2da' + 24 da?. Now
apply the Hodge operator

oh oh
Let’s calculate the differential of 1-form
0 oh , Oh 9 0 oh ,  Oh 1
2h 2h,
=< 0 5 + 0 2)clycl/\dacQ
(Ox1) (0x?)

It remains to apply the Hodge operator, as a result we obtain the Laplace-Beltrami
operator on the circle
2 2
Ah = xd x dh(z) = 0 h2 + 0 h2
(Ox1) (0x?)

The Laplace-Beltrami operator has physical and geometric meanings, therefore, this
definition of the Laplace-Beltrami operator has an invariant description. Indeed, the Laplace-
Beltrami operator is defined through exterior differential forms and operations on forms that
are invariant with respect to the choice of local coordinates.

Now we calculate the Laplace-Beltrami operator in local coordinates. Let z = (z!, 2?)
belong to the map Vi, that is, 2! = cost,z? = sint,t € (0,27). According to the results
of point 2, the scalar function h(z) € C*(S') in local coordinates has the form h(x) =
h(cost,sint) = h(t) for t € (0,27). Moreover, h(t) — 2m-periodically extends to the entire real
axis, and the extension ﬁ(t) is an infinitely differentiable function. Calculate the differential

dh(z) = dh(t) = %dt

Apply the Hodge operator, then sdh(z) = xdh(t) = i—ib. Hence Ah = xd x dh(x) = *d *

dﬁ(t) = de}tLgt) . Therefore, the Laplace-Beltrami operator on the real axis represents the double

differentiation operator.
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5 Spectral analysis of the Laplace-Beltrami operator on the circle

In this section, we calculate the eigenvalues and eigenfunctions of the Laplace-Beltrami
operator on the circle. In the previous paragraph, the Laplace-Beltrami operator is defined
by the formula

A =xdxd

where d is the exterior differentiation operator, and * is the Hodge operator.

Since the Laplace-Beltrami operator is defined in invariant form, its eigenvalues do not
depend on the choice of local coordinates on the circle.

The eigenvalues of the Laplace-Beltrami operator are determined from the equation.

—Au(z) = \u(x),r € S. (1)

In this case, the complex number X\ will be an eigenvalue of the Laplace-Beltrami operator
if equation (1) has a non-zero solution for the corresponding .

To find the eigenvalues A of the Laplace-Beltrami operator, equation (1) can be considered
in local coordinates, since the eigenvalues are invariant with respect to local coordinates.
Therefore, we write equation (1) on the local map V.

The role of the local coordinate in V; is played by the variable ¢, which was introduced
in point 1. Then, according to the results of point 3, equation (1) takes the form

—a"(t) = Mu(t), teR, (2)

where 4(t) — 27 is a periodic function on R.
Thus, we need to find A, for which equation (2) has non-trivial 27 periodic solutions.
The solution to this problem is known [1]:
the numbers A = 0,1,4,9, ... are eigenvalues, and the corresponding eigenfunctions take
the form

Uo(t) = 1,4, y5(t) = cos VLT 5(t) = sin VA

Thus, A = 0 is a simple eigenvalue, and all non-zero eigenvalues have multiplicity equal
to two.

Now we rewrite the eigenfunctions @, /5(t) in the variables = (z',2%) € S*. To do this,
we need to use Chebyshev polynomials.

uyyx(@) = Tyz(a), u_yx(z) =" Uy(a?))

where T x(z') and U (') are Chebyshev polynomials of genus 1 and 2.
Thus, the system of eigenfunctions of the Laplace-Beltrami operator on the circle has the
form

{1,Tk(xl),x2Uk(x1),k =1,2,3,.. .}, where = = (2!,2%) € S*.
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6 Inverse operator to the Laplace-Beltrami operator on the circle

It follows from the results of section 4 that the equation (I — A)u(z) = f(x) for z € S! has
a unique solution for any f € Ly (S'), and

a(t) = — /0 f(t)sh(t — 7)dr—

cht S sh2r  sh(2m —7)
_2—2ch2n'/0 T chor 1 ch(2m — 7) ar + (3)
sht o ch2r —1 sh(2r — 1)
+ 2 —2chor /0 f(7) sh 27 ch(2r —7) ar,

where f(t) = f(z',2?)]y,, a(t) = u(a',2?)|,, .

In order to write out the formula for the solution u(z', z?), in the last formula we need
to go from the local coordinate ¢ to (z',2%) € V. For this we need the following auxiliary
statement.

Lemma 1. For any smooth 2 - periodic function F (t) the integral identity holds

/ F(r)dr = / F(E,€)(e'e — "),
0

Ve

where 7, is a positively oriented arc of S! connecting the point (1,0) with the point (x!, z?).
Proof of Lemma 1. The identity holds

/0 F(r)dr = /0 F(t)(cos(t) + sin?(t))dt =

t
= / EF(t)(costdsint — sintd cost) =
0

:/ F (:Ul,xz) (:Eld$2 — x2d$1) )
Yo

Lemma 1 1s completely proved.
We expand the function sht and cht on (0,27) into trigonometric Fourier series, that is,

NE

cht = % + Y (cpcoskt+ disinkt),

k=1

(s coskt + 7y sinkt),

NE

S0
ht ==
S 2+

i
I

where {c}, {dr}, {sk},{rr} are the corresponding Fourier coefficients in the trigonometric
system.
We introduce two functions by the formulas
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infty

C(x)=C ( —|— Z Cka + dya® (Uk (xl)) )
mfty

S(z) =S (a, + Z sl (2') + Uy (1))

On the circle S* we introduce the concept of convolution of two functions f(x) and g(z)
for € S*. We choose a fixed point a = (costy,sintg) € S'. Then the convolution of two
functions f and g at point a is defined by the integral

(f 0 9)(a / f(ta(ts - t)d

where f(t) = f(cost,sint), §(t) = g(cost,sint).
Then from representation (3) taking into account Lemma 1 we have the relation

u(@) = = (f % S) (x)—
’ S(x

sh 27 *
Clz) (f%,C)(n)

" 2—2ch2r
where n = (1,0) € S*.

Thus, the inverse operator to the Laplace-Beltrami operator has the form

Clz) (f *
S(z)  (f #, C) (n)

N~—
~~
-
3
n
~—
—
=
N~—

(I =A)"f(z) == (f % S) (2)-
__shem 1 C(x) (f*,S)(n) S(z) (f *'S) (n) ’ '
2—2ch2r | S(z) (f *,C)(n) C(z) (f*,C)(n)
From this it is clear that the inverse operator is a linear integral operator. Denote by
G(z,€) the kernel of the inverse operator to the Laplace-Beltrami operator on the circle.

1
2

7 Well-solvable restrictions of the Laplace-Beltrami operator on a punctured
circle

Choose an arbitrary point zy € S*. Denote by S§ the punctured circle S*\ {zo}. Consider
the equation
(I = Aw(z) = f(z),x €S (4)

Note that the inhomogeneous equation (4) for any right-hand side f € Lo(S') has
infinitely many solutions. Indeed, let u(z) be a solution to the inhomogeneous equation
(I — A)w(z) = f(x) for Vx € S'. In the previous paragraph it was proved that such a
solution exists. Let us choose an arbitrary number o« € R and consider the expression

w(r) = u(r) + aG(z,10), for z € S;.

Since x # xg, then

(I — A)G(x,z9) = 0.
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Therefore, for any a € R the function W(z) = u(x) + aG(x,zo) for x € S} satisfies the
inhomogeneous equation (4).

Thus, with respect to the inhomogeneous equation (4), the following question arises:

How many and what additional conditions should be added to the inhomogeneous
equation (4) so that for Vf € Ly(S') equation (4) has a unique solution.

To answer this question, we introduce two linear functionals. Let zy = (costy,sinty),
where ¢, is a fixed number.

Up(w) = lim (w(ty +0) —w(ty —0)). (5)

N 6—+0

The functional Uy(:) can be rewritten in another form. We will write 2" < zy < o/, if
2", x9,2' € S! and they preserve positive ordering on the circle S'. Then

Up(w) = lim [w(z") —w(a")].
z' <zo<z'z'—x0z" —20
We introduce another linear functional in the same way.
0 0
Ui(w) = lim a—w(x”) — —w(z)|,
T

/' <xo<x'x'—20z" —20

where % is the derivative in the tangent direction.

Now we can formulate one of the main results of this article.

Theorem 1. For any function f € Ly(S') and any numbers 7y and v;, the inhomogeneous
equation (4) is supplemented by the conditions

Uo(w) =%, Ui(w)=m (6)

has a unique solution.

The proof of Theorem 1 is proved by repeating the arguments given in the works [2,3].
Theorem 1 can also be proved by simpler arguments.

Indeed, equation (4) is equivalent to the equation

W) —@"(t) = f(t), 0<t<2om t#t, (1)
with the boundary conditions
w(to + 0) - ’UAJ(tO — O) = "0,
w,(to + O) - w/(to — 0) =7 (8)

and the periodicity conditions

Problems (7)-(9) have a unique solution, since ch2m # 1. Thus, Theorem 1 is completely
proven.
From Theorem 1 it follows that
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1(+) be arbitrary linear continuous functionals on Ly(S'). Then
) the following boundary value problem applies.

Corollary 1 Let (),
for any function f € Ly(S

)—‘\.

(I = Aw(z) = f(z), =€ S,
Us(w) = v ((I — A)w), (10)
Ur(w) = (I — A)w)

has a unique solution.

By choosing the linear functionals 7o(-) and = (-) in a special way, we can refine Corollary
1 as follows.

We choose two functions ag(z) and ay(z) for x € S such that (I — A)aj(x) =0, Vz €
St j=0,1. Let the linear functlonals o and ~; be chosen according to the Riesz theorem
in the form v;(f) = [ f(z)a;(z)dSL,j = 0,1. Then the boundary conditions (10) can be
rewritten as

w(0) + Bow'(0),
w(0) + Byw'(0),

{mm+%%wwwﬂwmmw>

Ay
Ur(w) + & (to)Uo(w) — dir(to)Ur (w) = A

where AO = 020/(27'(') - d0/(0)7 BO = 021/(271') - dll(O)

Thus, the following statement is true.

Corollary 2 Let ap(x) and o (x) for 2 € S* be a solution of the equation (I — A)a;(z) =
0,7 € S',j = 0,1. Then for any function f € Ly(S') the following boundary value problem
applies.

(I —Aw(z) = f(z), x €S,

w(0) + Bow'(0),
w(0) + Biw'(0),

Ao
A

o,

Ywm+@wwmwﬂwmmw>
Ur(w) + &) (to)Us(w) — i (to)Ur(w)

has a unique solution.
Similar problems on punctured balls and punctured spheres can be found in [4]- [13].

8 Spectral analysis of the Laplace-Beltrami operator on one stratified set

In this section, we consider a stratified set consisting of two punctured circles and one
segment connecting these circles. Consider the eigenvalue problem on the stratified set
S ={X' X? X3 A, B}, where A and B are two points on X' and X2, respectively. That is,
consider the system of equations

(I — A wi(z1) = My (1), 21 € X 2y = (2, 23)
([ — AQ)IUQ(I‘Q) = )\wz(l‘g) To € X2 (11)
ws(xs3) — w’3(w3) = Mws(x3), 23 € X3 = (0,1),
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(x;,X3) (x},x3)

Puc. 1: Stratified set

with boundary conditions

Us (w1) = w3(0),
Ui (wi) = wy(0),
< Us (w2) = ws(1), (12)
Ui (w2) = w(1),
w3(0) =0,
\w?’(l) =0

Here, the functionals UJ(-) and UJ(:) for j = 1,2 are defined the same way as the
functionals Uy and U; were defined in step 6 for the punctured circle S} ..

Now we calculate the eigenvalues and eigenfunctions of problem (11)-(12). The eigenvalues
of problem (11)-(12) consist of eigenvalues of two types:

1. Each eigenvalue A,(D) of the Dirichlet problem in the interval (0,1) : y(t) —
y'(t) = My(t),t € (0,1),y(0) = 0,y(1) = 0 are also eigenvalues of the original problem
(11)-(12). If A\, (D) corresponds to an eigenfunction y,(t), then the eigenvector function
(w1n (1), Wan (22), w3, (z3)) of problem (11)-(12) has the form

Wan(73) = yn(z3), 23 € X37

for j = 1,2 the function wj,(z;) coincides with the solution of the problem

(I = Aj)wjn(x;) = Ma(D))wja(zs),  Ug(win) =705 U (wjn) =7,
where 501 = ¥a(0),721 = ¥7,(0), Y02 = yn (1), 112 = ¥, (1).
2. Each eigenvalue \,,(S') problems
(I — Ag)u(z) = A\ (SHu(z),r € S*

is also an eigenvalue of the original problem (11)-(12). If \,,(S') corresponds to an

eigenfunction u,,(x), then the eigenvector function (wi,,(x1), wam(x2), w3, (x3)) of problem
(11)-(12) has the form
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where ¢ can be equal to 0 and/or 1.

The eigenvalue problem studied in this section is analogous to spectral problems on graphs
[14,/15].

9 Conclusion

In this paper, a detailed characterization of the circle S' as a differential manifold was
carried out, local coordinates and classes of functions defined on it were considered. Particular
attention was paid to the Laplace-Beltrami operator, its spectral properties and connection
with harmonic analysis.

The results obtained confirm the fundamental role of the circle in spectral theory and
analysis of periodic functions. The study of the spectrum of the Laplace-Beltrami operator
demonstrates its connection with trigonometric functions, which is the basis for many
applications in mathematical physics and signal theory.

Thus, the circle S remains an important object of mathematical analysis, and further
study of its properties can lead to new results in related areas, such as geometric analysis
and representation theory.
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CONDITIONS FOR SOLVABILITY AND COERCIVENESS OF A
FOURTH-ORDER DIFFERENTIAL EQUATION WITH AN
INTERMEDIATE COEFFICIENT

The article considers a three-term fourth-order differential equation with unbounded coefficients.
The coefficient of the intermediate term of the equation is assumed to be a smooth and rapidly
increasing function at infinity. This intermediate term, as an operator, does not obey the
differential operator formed by the extreme terms of the equation. This is precisely what makes
the work unique. Using functional methods, sufficient conditions are obtained for a generalized
solution of the equation to exist, be unique and maximally regular. These conditions characterize
the relationship between intermediate and small coefficients. The differential equation under
consideration is caused by problems of practical processes of stochastic analysis, shaft oscillations,
etc. The article uses such methods as obtaining an a priori estimate of the solution, reducing
the problem above to the problem of invertibility of a third-order differential operator with a
potential of constant sign, and constructing a pseudo-resolvent using correct local operators. In
general, the article substantiates an effective method for solving the main problems posed for
differential equations on an infinite interval in the case of a new equation with an unbounded
intermediate coefficient. Although the coefficients are assumed to be smooth, the work does not
impose restrictions on the variation of their derivatives. This, in turn, allows us to cover a wide
class of fourth-order equations. The methods developed in the work and the results obtained can
be used in the study of the qualitative properties of higher-order differential equations.

Key words: differential equation, variable coefficient, strong solution, correctness, regularity.

K.H. Ocnanos!, E.©. Momnaram!”
LJLH. T'ymunes aTsinarsl Eypasus yITTEIK YHIBEPCHTETI, MEXaHUKA-MATEMATHKS, (PaKyIbTeTi,
Acrana, Kazakcran
*e-mail: yerka2998@gmail.com
Apanbik ko3ddunmenTi 6ap TepriHii perti 6ip AuddepeHITUaANABIK TEHJAEYIiH eIy >K9He
KOIPIMTUBTUIIK MIapTTAPbhI

Maxkasa1a K03 dUIIEeHTTEP] MeHeIMereH TOPTIHII peTTi yimMmyInesi anddepeHInaIabK, TeHIeY
KapacThIpbLIFan. TeHIeyiH apasblK MyIIecinin, KoaddUImenTi Teric koHe MeKCi3IiKTe XKbLITaM
eceTiH (PYHKIIUsI JIEIl ecerrresieli. By apasiblk Myle ornepaTop peTiHje TeHJeYIiH IIeTKi MyIe-
JiepineH KypaJsraH auddepeHnnaibk orneparopra barbiabaiipr. 2K yMbICTBIH €pEKIeIir OChIHIA.
Bi3z dyuxknmonasabik omicTep i KOIaHa OTBIPHII, TEHIEY/IIH 2KAIIMbLIAHFAH e MIHIH TaObLTy b,
KAJIFBI3 JKOHE MAKCUMAJIIBI PETY/IIPJIbl OOTYhI YIMH YKETKUTIKTI MmapTTap aJmasK. by maprrap
apaJIbIK, KoHe Kilt K03 UIUeHTTEPIiH 63apa ballaHbIChIH cunaTTaiiibl. KapacTeIpbLiran aud-
depeHIaIBIK, TEHEYre CTOXACTUKAJIBIK TaJIay/IblH, OLIKTIH TepbesiiciHiH KoHe T.0. IpaKTH-
KAJIBIK, [IPOIIECTEP/IIH Mocesesepl ajbil Kejaedi. Makasaga IIemniMHAiH anrpuopJiblK, OarachliH aJy,
KOWBLJIFAH €CEINTi MOTEeHIINAJbI TYPAKTHI TaHOAJbI Oip yrmiami perti muddepeHuaiibpK, onepa-
TOP/IBIH KANTHIM/IBIIBIK, MOCeJIECiHE KeJITIPY, KOPPEKTIJI JIOKAJIb/IbI OIEPATOPJIAp aPKbLJIbI TICEB-
JIOPE30JIbBEHTAHBI TYPFBI3Y CUSKTHI THIH aMaJiiap KOJIIaHbBLI 6. 2 asIbl, MakaJa MeKci3 apaJibl-
KTa Oepinren auddepeHIuaIbK, TeHACYIeD YIIH KONBIJIATBIH HETi3ri ecenTep/ii KaHa, apaJiblk,
K0 DUIHEHT] IIIeHeIMEreH TeHJIey *KarJailblHa Ienry i 6ip TuiMal omicia Herizmeimi. Koad-
duImeHTTEp TErIC JIEI ecenTelice e, OJapIbIH TYBIHIBLIAPBIHBIH ©3repyiHe YKYMBICTA IIEKTeyIep
KolbLIMaiiael. By, €3 Ke3erinze, 3epTreyMeH TOPTIHIN PETTI TeHEYIEePIiH KEH KIAChIH KAMTYFa
MYMKIiHIIK O0epemi. 2KyMbIcTa yKacaaraH 9icTep MEH aJIbIHFaH HOTHUXKEJEep/Ii »KOFaprbl peTTi and-
depeHnmaaIbK TeHIeyIepl canablk 3epTTey Ke3iHje naiijasanyra 60/1aIml.
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Tyiiiu cesmep: quddepeHuaIbIK TeHIEY, aifHbIMAJIbI KOI(DMUITHEHT, KATAH [IEIM, KACHIHIbI-
JIBIK, PEryJIspJIbIK.
K.H. Ocnanos!, E.O. Momaramm®
! Empasniickuit maruonaapuniil yausepcurer nvernn JI.H. T'ymmmesa,
Mexanuko-maremarudeckuil paxynabrer, Acrana, Kasaxcran
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YcioBusi pa3zpermmmMocTi 1 KO3PIIUTUBHOCTHU OJHOTO JAnddepeHInmaibHOTo
YPaBHEHUS YETBEPTOTO IOPsIKAa C IPOMEXKYyTOUYHbIM KO3(duimeHTOM

B crarbe paccMmarpuBaercst TpexuieHHoe audepeHIalibHOe ypaBHEHNE YeTBEPTOrO MOPSIKa C
HeorpaHWYeHHBbIMEU KodddurmerTamMu. KoadduimenT mpoMeKyToOIHOro 4jieHa YpaBHEHUsI [Pl
oJIaraeTCs TVIAMKOM U OBICTPO BO3pacTraroreil (pyHKImeil Ha OECKOHEYHOCTH. DTOT ITPOMEXKY-
TOYHBIN YJIEH, KAK OMEPATOpP, He HogIuHseTca auddepeHInajibHOMy OIIePaTopy, 00Pa30BAHHOMY
KpailHUMU WIeHAMU ypaBHeHus. VIMEHHO B 9TOM M 3aKJII09aEeTCsl YHUKAJIHLHOCTH paboThl. Vcmosib-
3ys (QYHKIMOHAIbHBIE METO/IbI, IOy I€HbI JJOCTATOYHBIE YCAOBHUS JJIsT TOTO, YTOOBI 000DITIEHHOE pe-
[IEHNe yPaBHEHUS CYIIIECTBOBAJIO, OBLIO €IMHCTBEHHBIM 1 MAKCUMAJILHO PETYIISPHBIM. DTH YCIOBUSI
XapaKTEePU3YIOT B3aMMOCBA3b IIPOMEXKYTOIHOrO u Miaero kosgdurmenato. K paccmarpuBae-
MoMmy muddepeHnnaIbHOMY YPABHEHIIO ITPUBOIAT MPOOJIEMBI TPAKTHIECKUX [IPOIECCOB CTOXACTHU-
9eCKOro aHajm3a, Kojebanuit Baja u Jp. B craThbe MCIOJIB3YIOTCS TaKue METOJIbI, KaK MOJIyYeHre
AIPUOPHON OIEHKU PEIIeHUs, CBEJICHIE MOCTABIEHHOIO BOMpOca K 3ajade obpatumocTu mudde-
PEHIINAIBHOIO OIIEPATOPA TPETHEro IMOPSJIKA CO 3HAKOIOCTOSHHBIM IMOTEHIIUAJIOM U IIOCTPOEHUE
[ICEBIIOPE30JIbBEHTHI C UCIIOIHh30BAHNEM KOPPEKTHBIX JIOKAJIBHBIX OIepaTopoB. B 1menoM, B crarhe
obocHOBaH 3(MMEKTUBHBIN METOJ PEIleHrus OCHOBHBIX 3aJ1a4, MOCTABJICHHBIX Myisd nuddepeHIiu-
AJIbHBIX yPABHEHUIT Ha OECKOHEYHOM WHTEPBAJIE, B CJIydae HOBOIO YPABHEHUS C HEOIDAHMIEHHBIM
MIPOMEXKYTOIHBIM KO3 DutmeHToM. X0oTs KO3MDPUITUEHTHI TPEITOIAraloTCs IIaIKUME, paboTa He
HAKJIaJIbIBAET OrPDAHWYEHMI Ha M3MEHEHUE UX IIPOU3BOJHBIX. DTO, B CBOIO OYEPE/b, [TO3BOJISIET
OXBaTHUTh MCCJIEIOBAHUEM IUPOKUI KJIaCC ypaBHEHUI YeTBepToro nopsiaka. PaspaboraHHbie B pa-
60Te MeTOIbI U IOJIyYEeHHBbIE PEe3YJIbTATHI MOTYT OBITH HCIIOJIB30BAHBI IIPU HMCCIEIOBAHUU Kade-
CTBEHHBIX CBOWCTB MuDDEPEHITNATBHBIX yPABHEHN BBICIIUX ITOPSIKOB.

Kuarouessbie cioBa: quddepennuaabHoe ypaBHeHne, TepeMeHHbIH KO3(pDUINEHT, CUILHOE pelie-
HUE, KOPPEKTHOCTh, PErYJISPHOCTD.

1 Introduction

Let’s consider the equation
Loy =y +r(2)y + q(z)y = F(x), (1)

where we assume that x € R = (—o0,00), r(z) > 0, r(x) € Cﬁ}g (R), g(z) is a continuous
function, and F(z) € Ly(R). Let L denote the closure in the Ly(R) norm of the operator
Lo, defined by the equality Loy = vy + r(x)y’ + g(x)y on the set 084) (R) of continuously
differentiable functions up to the fourth order with compact support. An element y € D(L)
satisfying the equality Ly = F'is called a solution to equation (1). The coefficients of equation
(1) can grow infinitely. It is known that fourth-order differential equations with variable
coefficients are of great importance in physics and engineering [1, 2|. The features of their
research and the obtained results in the case of singular coefficients are presented in the
article [3|. The solvability conditions and maximal regularity of various differential equations
with intermediate coefficients in an infinite interval are considered in the works [4-9].
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2 Research method

The paper uses methods such as obtaining an a priori estimate for the solution of a fourth-
order differential equation with variable coefficients, reducing the problem to the problem
of invertibility of a third-order differential operator with a potential of constant sign, and
constructing a pseudo-resolvent using some correct local operators.

3 Case ¢(x) =0

We take a binomial operator Loy = y® + r(z)y’ with D(Ly) = 054)(1[%), and denote its
closure in Ly(R) by L. We introduce the following notation for continuous functions p(t) and

v(t) # 0:
@po(w) = 5D [[pllLo02) [V zawoo)s  Bpo(®) = SUD (Il a@o) |07 | La-c0.)
>0 <0
Yo = max(ap,v (m)a Bpm(x))'
Lemma 1. If the following conditions are satisfied for the coefficient r(z):
ri@) =21, s < oo, (2)
then the operator L is invertible and for y € D(L), the inequality

IVry'll2 + [yl < Cll Lyl (3)

is true.
Proof. Transforming the functional (Lgy,y'), we obtain

Loy
/ < || —==

2

According to condition (2) and the results of [5],

Loy

N

Closing this inequality, we obtain (3). The lemma is proved.
Let us now consider equation

ly =y +r(x)y = f(=). (4)

The following statement follows directly from (3).

Lemma 2. Let r(z) satisfy the conditions of Lemma 1. Then the solution of equation (4)
is a unique .

Suppose that the conditions of Lemma 1 are satisfied. From estimate (3) we obtain the
relation /7y’ € Ly(R) for each y € D(L). According to conditions (2) and estimate (3),
Yy € Lo(R) and ||/ || < C||Lyl|2. If we make the notation 3’ = z, then in view of (4), we have:

VY llz + 1yl < (1+ 271, 7)

2

2O 4 r(z)z = f(a). (5)
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Let L be the closure in the space Ly(R) of the operator Ly : Lov = v®) + r(z)v, D(Lg) =
Cég) (R). A solution of equation (5) is a function z € D(L) satisfying the equality Lz = f. If
the conditions of Lemma 1 are satisfied and a solution to equation (4) exists, then it is clear
that equation (5) also has a solution. The converse is also true, namely:

Lemma 3. Suppose that r(z) satisfies the conditions of Lemma 1 and equation (5) has
a solution. Then equation (4) is also solvable.

Proof. If z € Ly(R) is a solution of equation (5), then there exists a sequence {z,}>°, C
CP(R) such that ||z, — z]ls = 0 and || Lgz, — f]j2 — 0 as n — co. Let us take the functional
(Lzy, zn). Repeating the method of Lemma 1, we will see that ||v/rz,|l2 < [|Lozn|l2- Let
yn(z) be a function such that y/, = z,. Then y, is four times continuously differentiable, and,
according to [5], from the inequality ||v/7 ¥/, |l2 < ||[Lozn||2, we obtain the estimate

[Yalle < | Lozallzs 20 € G (R). (6)

That is, ¥, € La(R). Then, since y,, € C’é3) (R), there is a number a > 0 such that the equality
yn(z) = 0 holds for all |x| > a (otherwise the relation y, € Ly(R) is violated). Therefore,
yn(x) € 054) (R) = D(Ly). From estimate (6) it follows that there exists an element g € Lo(R)
and the relations ||y, — glla = 0, || Loyn — fll2 = 0 as n — oo are satisfied. Consequently, g
is a solution to equation (4). The lemma is proven.

4 Separability of a third-order differential operator

Let us assume that the function r(x), in addition to the conditions of Lemma 1, also satisfies
the relation r2)

wm@s}llﬁnlél @ = )
We choose sequences of intervals {A;}52,, {€2;}32,, and functions p;(x) € C5°(€2;) as follows:
(@) Aj=[j,j+1), Q= — 3,5 +3) for j € Z,
(b) 0<p; <1, ¢j(zr)=1Vx € A for j € Z, fg%&%f(m(x)” |g0;-’(x)|, ’¢§3)D < M.
Then:

Q=2 A CQCAUANUANL, ANA=0 (G#k), |J A =R,

j=—o00
GNQ=0 (j—m[>2), > @i@)xa, () =1,
J

where xa; is the characteristic function of A;. Recall that the sequence {¢;(z)}32, satisfying
relations (b) always exists.

We extend the restriction of the function r(x) to the interval ; on all R so that the
resulting extension r;(x) (for j € Z) turns out to be a continuously differentiable function
and satisfies the inequalities

1
— inf r(z) <r;(z) <2supr(z), zekR
2 Zeﬂj ZEQj
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According to (7), such an extension r;(x) exists. Let ,;(A > 0) denote the closure in Ly(R)
of the differential operator

Ooxjz = 29 + [r;(x) + N2(z), D(bor;) = C¢”(R).

Then, it is easy to see that D(6y;) = W3 (R). Therefore, for an element z € D(f,;), the
relations z € C@(R) and z(—o00) = z(+00) = 2zF(—00) = 2 (+00) = 0 (k = 1,2) are
satisfied. Taking these equalities into account, we transform the scalar product (0,2, 2) (2 €
D(05;)). Then we have

2
< ————||0xi 22

Iells < 520 163521
Consequently, R(f,;) is a closed set.

Lemma 4. If the function r(x) satisfies conditions (2) and (7), then R(,;) = Lyo(R) for
A>0.

Proof. If R(0,;) # L2(R), then there exists an element w € Ly(R) \ R(6,;), w # 0, such
that the equality

03w = —w" 4 (r;(z) + N)w =0 (8)

holds, where 67, is the operator conjugate to 0,;. Since the function r; (x) is bounded, by
(8) and condition (2), w € W3(R). Consequently, w € C?*(R) and w(—o00) = w(+00) =
w® (—o0) = w® (+00) = 0 (k = 1,2). Taking these equalities into account and transforming
the functional (03w, w), we obtain the estimate J||w|ls < 2[[03,w|l2. According to (8), w = 0.
The lemma is proved.
If the conditions of Lemma 4 are met, then, similarly to the proof of Lemma 1, we obtain
the inequality
lello < 2
2= 542

Consider the following operator Loy = Lo + AE, D(Lgy) = C3(R), where A € R, =
[0,4+00), and F is the identity operator. Denote the closure of Loy in Lo(R) as Ly. Repeating
the method of Lemma 1, we obtain the estimate

10x;2ll2 (4 € Z,z € D(By;), A > 0). (9)

VI+Alzll2 < [[Lazll2 (10)

for each z € D(Ly). Therefore, there exists an inverse operator Ly' (A > 0).
Lemma 5. Let the coefficient r satisfy conditions (2) and (7). Then the operator Ly is
continuously invertible, and for each z € D(L,) the following inequality is true:

12ll2 + [Irzll2 + Allzll2 < Cl[Lazll2- (11)

Proof. Let K* = sup % For z € D(0,;), we have
x,teQ,lz—t[<1

x,teQy,|lr—t|<1 T’(t)

. , r(x
(@) 12”2 < <3+2 sup Q) 10xzll2 < (3 4+ 2K2)[[032[o-
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Using (9) and simple calculations, we get

N 2 \** 2\1/3
) 12 < (525 ) 3+ 2K) a2l

2\
i) 11 < (g7) G 2K l0uelle, = € Dwy) = CR(R)
Let f € C3(R), and M) and B be operators acting according to the following formulas:

M)\f = Z ¢j6)fjl(XAjf)a
J

Baf =D 6005 (xa, ) +3 ) 0605 (xa, ) +3D_ 65605 (xa, )"
J J J
It is easy to see that the equality
LA(M\f) = (Bx+ E) f (12)

holds. Considering that Q; Ny, = 0 if |[j — k| > 2, we obtain the following inequality:

IBAfll < 9M* <Z 165 Ocas NI+ D 19063, o, DY+ H9(9§j1(xajf))”!!§> :
J J J

According to (7), (i), (i77), we have the following estimates:

. 2\’
lot s, N2 < (53 ) e 1

2/3 2
105, (s, P13 < ((5 ) <3+2K2>1/3> s, /1B

2

1/3
1657 O, P13 < ((5 ) <3+2K2>2/3> xaJI3 G ez,

Hence,

2
2 2 2 2 28 2\1/3 2 3 212/3 2
[BAfllz <9M 5+2)\+9 ST (3+2K7)7"+9 ST (3+2K7) Iz

(13)

If we choose the number A\g so that

2

2 2 2 2 2\1/3 2 3 2\2/3 2
<
IM 5+2)\0+9(5+2A0> (3+2K7) +9(5+)\0> (3+2K7) < 5
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(0 < B < 1) then ||BxllLy@)y>ro@) < B (A > Ao), where || - || 1,®)-1.®) is the operator norm.
So, for any A > )¢, the operator E + By is boundedly invertible, and its inverse (E + By)™*
satisfies the estimates

A+B8) 7 <NE+B) I <A=5" (A=) (14)

From (12) it follows that
L' =M\ (E+ By, A> . (15)

By (10), [|z]l2 < |[Lxz]]2 for z € D(Ly) and A > 0. Then, according to the well-known
statement [10] (p. 350), the operator L is continuously invertible for any A > 0.

Let us prove estimate (11). It suffices to show that |[(r + A)z|2 < C|[Lxz]l2 (A > Ao >
0,2 € D(Ly)). By (14) and (15), ||(r + )L < (1= B8)7H|(r + N My]| (A > Xg), and

nv+xmam§s3§j<mmw@y+m3/mwmmxﬂx%ﬁﬁw>.

j=—00 $€Qj —

Taking into account the property (b) of the sequence {¢;(z)}32,, we have
[+ M2 < 1202 + DIFIE (2 M) (16)
If 2 € D(Ly), Lyz = f (A > \), then 2 = L;' f. Therefore, according to (15) and (16),
10+ N)2ll2 < 2V3(K* + DIIE + B) I fll: < 2V3(K* + 1)L = 8) Y| fll2- (17

Then
12" l2 < (2VB(K2 + 1)1 = )" + 1) [If]lo (18)

By (18) and (17), [|2"[|2 + [[rz|l2 + | Az]l2 < (6v/3(K? + 1)(1 — 8)~' + 1) || f||2- The lemma is
proved.

Thus, if conditions (2) and (7) are satisfied, then, according to Lemma 3, the following
estimate is valid for the solution y of equation (4):

Iyl + liry'lls < (6V3(52 +1)(1 = B) 7 + 1) ] (19)

Remark 1. The statement of Lemma 5 remains true if condition (2) is replaced by
r(x) > >0.

5 Main Result

Theorem 1. If the functions r(x) and ¢(z) satisfy conditions (2), (7), and 7,, < oo, then for
any f € Ly(R), there exists a unique solution y of equation (1). Furthermore, the following
inequality holds for y:

ly@ll2 + [y llz + llgyllz < ClI£]l2. (20)
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Proof. Let us replace z = t/a (a > 0) in (1). Denoting 7(t) = y(a='t), 7(t) = r(a='t),

q(t) = q(a™t), F(t) = a=*F(a™'t), equation (1) becomes
Loa = V() + a *F() () + a~*q(t)7(t) = F(t). (21)

Denote the closure of the operator loe§ = 5@ (t) + a 37 ()7 (t), § € CY(R), in the norm of
Ly(R) as I,. From the condition 7(¢) > 1, it follows that 1 > #=! > #72. The coefficient a37(t)
of the operator [, satisfies the conditions of Lemma 3. Consequently, [, is a continuously
invertible operator, and

152 + la™*7g' |2 < Calllagllz, 5 € D(la). (22)

It is straightforward to calculate that ,-45,-371 = 741 < 00. Therefore,

la™*qglle < 2701503711177 l2 < 2%a-1g,0-37,1 Calllad - (23)

Using the substitution = a~'7, we obtain that v,-1; 4371 = Ja-1g.4-371. Let us prove the
equality
lim "~}/(a—4q~7a—31:’1) (CL) =0. (24)

a— 00

Let g € D(l,). Since [, is a closed operator, there exists a sequence {7,}5°, C C’(()4) (R) such
that ||, — 7ll2 = 0, [la¥n — laF]l2 = 0 (n — 00). Let {7,}°°, and a number Ny be such that
supp ¥n C [—Ng, No|. Denote

N _Ja@®), te[=No,NoJ, _ ) 7(t), t€[=No, Noj,
QNO(t)_{o, bé =Ny, {o, t ¢ [—No, Nol.

According to (23), for each g € 054)[—]\70, Ny, we obtain the estimate:

H a_4QNoﬂ||L2 [—No,No] < 2711*4!71\70,&*37:1\70 1 (a> ||a_3fNog/ ” La[—No,No]-
Further,

a 1/2 No CL6 1/2
—8~2
a=%*qgn,,a 3T = t) dt — dt =
Ma—4gn, 037N, (CL) i‘ilg (/0 a QNO( ) > (/alx szvo(t> )

a lz 1/2 No (17 1/2
-7 2
= su a t)dt ——dt < g, < 00. 26
0<asNo /0 70 (/a—lx (1) ) - (26)
Therefore,

a"lx 9 1/2 No 1 1/2
i e ([ rwa) ([ ) -
a1z 1/2 No 1 1/2
N O<S;l§pNo ah_glo </0 q2<t) dt) </a—1x Tg(t> dt) -0

—1
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Similarly, we have:

0 1/2 alz 1 1/2
lim su / 2(¢ dt) / dt =0.
a—00 7N0§12<0 ( aﬁlmq ( ) ( —No 7“2(75)

From the last two equalities follows (24). Therefore, there exists ay > 0 such that
4CqY(a2g.a-371)(a) < 1 for all @ > ag. From (23), it follows that

4 L. .
la™*qgll> < Sllagllz (a2 ao). (24)

By theorem on small perturbations of linear operators, the operator L,j = 4§ + a 1q(t)y(t)
is closed and boundedly invertible. Thus, for each F(t) € Ly(R), equation (21) has a unique
solution §. It remains to show the validity of estimate (20). It is easy to see that [|l,7/ls <
2| Lagll2 According to (22) and (24), [[§W]|2 + la=*7F[|2 + lla™*Ggll2 < (Ca + 1/2)[La72-

From the last two inequalities we have ||§* (¢)]|2 + [|a =377 ||2 + [[a =72 < (2(Co+1)||LaF|2,
or equivalently,

la™y @ (@™ )|z +lla~"r(a” )y (™ )2+ la~ a(a” t)y(a™ )]l < 2Ca+1)a™ F(a™"t)]|2.

Putting ¢ = ax, we obtain inequality (20), where C' = 2C, + 1. The theorem is proved.

6 Conclusion

The paper studies one fourth order three-term differential equation (1) with an intermediate
term. A special case is considered where the intermediate term as an operator does not obey
the differential operator formed by the extreme terms of the equation. Sufficient conditions
for the existence of a strong solution to the equation, its uniqueness, and maximal regularity
are shown. For this purpose, such methods as obtaining an a priori estimate of the solution,
reducing the problem to the study of properties of one of the third-order differential operator
with potential of constant sign, and estimation using local operators were used. The obtained
conditions are specified in the form of an integral relation between the intermediate and small
coefficients of the equation and allow us to cover a wide class of differential equations of the
fourth order. The methods developed in the paper and the results obtained can be used in a
qualitative study of singular differential equations of higher orders.
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SPECTRUM OF THE GENERALIZED CESARO OPERATOR ON
LORENTZ SPACES

The aim of this paper is to investigate the boundedness and spectrum of generalized Cesaro
operators defined on Lorentz spaces over a finite interval and the positive half-line. When g =1,
these operators coincide with the classical Cesaro operator. In this paper, we extend the results
obtained for Sobolev spaces in [5] to Lorentz spaces. The primary tools employed in this work
are Cp-groups, Cy-semigroups, and their generators. Cy-groups and Cy-semigroups are used to
demonstrate the boundedness of the generalized Cesaro operator. Since the spectrum of the
bounded linear operators is non-empty, we investigate the spectrum of the generalized Cesaro
operator. The generators of these Cy-groups and Cy-semigroups are utilized to analyze the
spectral properties of the generalized Cesaro operator. We study the spectra of the generators and
determine the spectra of the generalized Cesaro operators using the spectral mapping theorem.
Additionally, we provide results on the point spectrum of generalized Cesaro operators defined on
Lorentz spaces over a finite interval.

Key words: Generalized Cesaro operator, spectrum, Lorentz L,, 4 spaces, Co-group, Cp-semigroup.
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MaremaTuKa *KoHe MATEMATUKAJIBIK, MOJEIbIey NHCTUTYThI, AjMmaTsl, Kazakcran
*e-mail: ozbekbay.b00@gmail.com
JIopeHII KeHiCTiKTepiH/e aHbIKTAJIFaH >KaJIlIblIaHnFal Ye3apo onepaTopbIHBIH,
CIIEKTPi

Byn makasaza akbIp/ibl apajbIKTa, YKoHE OH KapThl OCiHfe aHbiKTaaraH JlopeHrr keHicTirimmeri
KaJlblIaHFaH de3apo onepaTopJ/IapblHbIH IIEHEIeH I MeH crekTpi 3eprreseni. 5 = 1 Gosran
Karjaiiga, OyJ1 oreparopsap KJIaCCHKAJIBIK de3apo oneparopbiHa coiikec Kejeli. By 3eprreyie
6i3 |5]-marpr CobosieB kenicrikrepine apuajran Horuzkesepi Jlopeni kenicririne kenefiremis. By
JKYMBICTa Herisri KoamanbiaThiH Kypasamap Co-tonrap, Cy-KapThliail TONTAp YKOHE OJIAPIbIH
TYBIHJATYIIBI OllepaTopJiapbl 6oJibil TabbLIaabl. Co-TonTap MeH Cy-:KapThbLIail TOITap KaJjIllbl-
sanran de3apo ornepaToOpbIHBIH, MMTEHEJTeHITIH Joesey/ie Ko anbia bl [1leHearer chI3bIKThHIK
orepaTopJapibiH, CIIeKTpi 6oc emec OOJFAHIBIKTAH, 0i3 KajIblIaHFAH e3apo OlepaTOPBLIHBIH,
crekTpin 3eprreiimis. Ocbr Cy-Torrrap Mer Cp-2KapThLIail TOMTAPIBIH TYBIHIATYIIBI OIIEPATOPJIa-
PBI XKaJIbLIaHFaH de3apo OmepaTOPBIHBIH CIIEKTPJIIK KACHETTEPiH Taamayaa maigadanbliagsl. bis
TYBIHAATYIITBI OMEPATOPIAPIBIH, CIIEKTPJIEPIH 3ePTTel, CIHEKTPJIIK OeliHesey TeopeMachl apKbLIbI
JKaJITIBLIAHFAH de3apo olepaTopJiapbiHbIH, CIIEKTPIH aHbIKTaiiMbl3. COHbBIMEH KaTap, 6i3 aKbIpJIbI
apaJIbIKTa aHbIKTAJFaH JIOpeHI] KeHicTiriHe KaanblIanral de3apo onepaTopsapbiHbIH, HYKTETIK
crieKTpi OOMBIHINTA HOTHKEIEP YChIHAMBI3.

Tyitin cesgep: Kanmeinanran Yesapo omepatop, crextp, Jlopenn L, , Kenictikrep, Cp-Tom,
Co-KapThLIiail TOII.
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B jannoit pabore HMCCIEMYIOTCS OTPAHUYEHHOCTh M CHEKTP ODOOIMEHHBIX orepaTopoB desapo,
OIpeieJIEHHBIX Ha MIPOCTPAHCTBaX JIOpeHIa Ha KOHEYHOM HWHTEpPBAJIe U MMOJIOYKUTEIBHON TIOJIyOCH.
B cayuae, xorma = 1, 3Tu omepaTopbl COBHAIAIOT C KJIACCHIECKUM omeparopoM Yeszapo. B
JAHHOM WCCJIEIOBAHANA MBI PACIIUPSEM Pe3yJIbTaThbl, MOJydeHHble st mpocTtpancTts CoboseBa
B |5|, ma mpocrpancrBa Jlopenma. OCHOBHBIMH WHCTDYMEHTAMH, HCIOJIb3YEMBIMU B JAHHOM
pabore, sBastiorcst Co-rpytibl, Co-TIOIYTrpyHIbl U UX HOPOXKIatoue oneparopbl. Co-TpyIIbl 1
Coy-TIOJTyTpYIIIBI UCIOJB3YIOTCS JIJIs JIEMOHCTPAIME OrPAHUYIEHHOCTH OOOOIIEHHBIX OIEPATOPOB
Yezapo. IlockoibKy CHEKTp OrpaHWYEHHBIX JIMHEHHBIX OIEPATOPOB HE SIBJISIETCS ILYCTBIM, MbI
n3ydaeM CIeKTp 0000meHHoro omeparopa desapo. Ilopoxknaromue omeparopsl 3tux Cy-TrpyIn
u Co-TIOJIyTPYIIT PUMEHSTIOTCS JIJIsl AHAJIM3a CIIEKTPAJIBHBIX CBOWCTB ODOBIIEHHOrO OIeparopa
Yezapo. Mbr u3ydaeM CHEKTPBI TOPOXKTAIOMINX OTIEPATOPOB U OMPEJIEIsIeEM CIIEKTPHI 000OIIEHHBIX
orepaTopos de3apo ¢ MOMOIIBIO TEOPEMbI CIEKTPAIBLHOIO0 0TOOparkeHust. Kpome Toro, Mbl Ipe/i-
CTaBJIsieM PEe3YJIbTATHI [0 TOYEYHOMY CIEKTPY OOODINEHHBIX OIepaToOpoB de3apo, OnpeesleHHbIX
Ha MIPOCTPAHCTBaX JIopeHIa Ha KOHEYHOM WHTEPBAJIE.

Kirouesbie ciosa: O6obiennslii oneparop Yesapo, crexrp, npocrpancrsa Jlopenna Ly 4, Co-
rpyma, Co-ToJIyrpya.

1 Introduction

Let Ry = (0,00). For 8 >0, 1 < p < 00, and 1 < g < oo, the generalized Cesaro operators
Cj and Cg° are defined on Ly, 4(0,1) and Ly, 4(R,), respectively, with the same formulas

N =4 [ o yis, 01 )

0

and
(C )t :%/t—sﬁlf( )ds, t € R;. (2)

The generalized Cesaro operator Cg° was first studied in [5] on Sobolev spaces which are
contained in the Lebesgue spaces L,(Ry). This work demonstrated the boundedness and
spectral properties of the generalized Cesaro operator. Boundedness of the generalized Cesaro
operator in L, spaces confirmed by the following generalized Hardy inequality in |11]:

00 t p % r ] 1
/ ti/(t—s)ﬁ Yf(s)ds| dt | < %”JCHI@7 (3)

for 1 < p < oo, where I' denotes the Gamma function. The discrete version of this operator
was studied in [10]. In the special case when [ = 1, this operator coincides with the classical
Cesaro operator. For the boundedness and other properties such as spectrum of the Cesaro
operator in different spaces, we refer the reader to [8], |9], |12], [13], [14], |15], [17], [18], [19].

The aim of this paper is to study boundedness and the spectrum of the generalized Cesaro
operators C3° and Cj on Lorentz spaces L, o(Ry) and L, 4(0, 1), respectively. The main tools
are so-called the Cy-group and Cy-semigroup, which are denoted by {T'(¢) };er and {S(t) }icr, »
and given by

(T f)(s)=etf(e's), teR (4)
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and

(S()f)(s) = e v fle™s), t € Ry (5)

The idea comes from the papers [5], |10], where authors studied similar problems in Sobolev
spaces.

The outline of the paper is as follows. In Section 2, we introduce a notion on the spectrum
of linear bounded operators in (quasi-)Banach spaces and give definitions of Lorentz spaces
as well as definitions of general Cy-group and Cy-semigroup with generators. In Section 3, we
study the spectrum of generators of the Cy-group and Cj -semigroup. Finally, in Section 4, we
present the main results that include the boundedness and the spectrum of the generalized
Cesaro operators on Lorentz spaces L, ,(Ry) and L, ,(0, 1), respectively.

2 Preliminaries

In this section, we give main definitions and properties of the spectral theory of linear
operators, Lorentz spaces and operator semigroups. Let R be the set of real numbers and R
be the set of positive real numbers. As usual, C is the set of complex numbers, C, and C_
are sets of complex numbers with positive and negative real parts, respectively. Throughout
this paper, the closure of a set Q is indicated by Q.

2.1 Spectrum of linear operators and Lorentz spaces

Let X be a Banach space and B(X) be the algebra of all bounded linear operators on X.

Definition 1 1|/ Let A € B(X). The resolvent set of A, denoted by p(A), is the set of all
A € C such that the operator \I — A has a bounded linear inverse. For each \ € p(A), the
resolvent operator is defined as

R\ A) = (M- AL

The spectrum of A, denoted by o(A), is the set of all X\ € C such that the operator A\ — A
does not have a bounded linear inverse.

One can define the different parts of the spectrum as follows:

Definition 2 (1] Let A € L(X) a linear operator. The point spectrum, continuous and
residual spectrum are defined as

o,(A) = {\ € C such that \I — A is not injective},
0.(A) = {\ € C such that \I — A is injective, Im(A] — A) = X, but Im(A] — A) # X},
0.-(A) = {\ € C such that \I — A is injective, Im(A] — A) # X }.

Clearly, o,(A), 0.(A), and 0,(A) are disjoint, and

0(A) =0,(A)Uoc.(A)Uo,.(A).
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In order to define the Lorentz spaces, we need the following notions of the distribution function
and the decreasing rearrangement of a given measurable function. Let f be a Lebesgue
measurable function defined on €2 with the Lebesgue measure v, where 2 is either R, or
(0,1).

Definition 3 The function g : [0;00) — [0; 00] defined by
) = v {t R [F(B)] > A}, A0

1s called the distribution function of f.

Definition 4 The function f*:[0;00) — [0;00] defined by
) =it A >0 () <1, 120

18 called the decreasing rearrangement of f.

Definition 5 The function f** : (0,00) — [0,00] is defined as

=1 [ £

We now present the main objective of this paper, the Lorentz spaces L, ,(€2).

Definition 6 Let 1 < p < 00, 1 < q < oco. The Lorentz space L, ,(S2) is the set of all
Lebesgue measurable functions f such that the functional || f| 1, ) < 00, where

1

() , q q
[ (5rm) 2] . f1<p<oo 1<g<os,
£ 2,00 = 0

suptr (1), if 1 <p<oo, q=o0.
t>0

Note that for finite ¢ the space Lo 4(2) is trivial. Furthermore, the Lorentz space L, ,(€2)
is the generalization of the Lebesgue space L,(2), which is quasi-Banach in general, and
Banach for 1 < ¢ < p < 0o or p = ¢ = o0, see for example, |2, IV.Theorem 4.2|. If p = ¢,
then L, ,(£2) coincides with L,(€2) and

12y, = 1ALy f € Lp(S2).

Definition 7 For any f € Ly4() the norm || - |7 q) is defined by

0

1
v(2) L q q
. f(ﬁf**(t)) L), ifl<p<oo, 1<g< o0,
||f||Lp,q(Q) =

suptv [*(1), if 0 <p< oo, q=o0.
t>0
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According to [2],if 1 < p < o00,1 < ¢g<ooorp=qg= o0, then || - HEM(Q) is a norm on
Ly4(€2). This means that (Lyq(€2), [ - [|7, o)) is @ Banach space. Moreover, the quasi-norms
I+ llz,, and || - [|7 (o) are equivalent, as shown by the Hardy inequality:

" p
£y, < N2, < EHfHLM-

If p = 0o, then we understand that p/(p — 1) = 1.
A measurable locally bounded function w : R — R is a weight if it satisfies w(t) > 1 and
w(t+s) <w(t)w(s) for all t,s € R. The weight w(t) is called non-quasianalytic if

/lnw(t)dt < 00.

1+ ¢2

R

Definition 8 Letw be a non-quasianalytic weight function on R. The Beurling algebra L} (R)
is the space of all integrable functions f € Ly(R) satisfying

1 flle = / () |w(t)dt < oo.

2.2 Strongly continuous semigroup

Definition 9 A family T = {T(t)her, n B(X) is called a Cy-semigroup (or strongly
continuous semigroup) if the following properties are satisfied:

(i) T(0) = I, where I is the identity operator on X;
(it) T(t+s)=Tt)T(s), for every t,s € Ry;
(111) %g% |T(t)x — z|| = 0, for allx € X.
If s,t € R then T = {T'(t) }+er is called a Cy-group (or strongly continuous group).

The generator of T' = {T'(t) }ser, (or {T'(t)}icr) is the linear operator A defined by

g — Jig LT — @

lim r ,x € D(A),

where D(A) is domain of operator \A.
Definition 10 Let A be the generator of T. The spectral bound of A is defined by
s(A) = sup{ReA: A € 0(A)}.

Definition 11 Let T' = {T'(t) }ier, ({T(t) }ier) e the strongly continuous semigroup(group),
then

wo(T) := inf{w € R: IM,, > 1 such that ||T(t)|| < M e*" Vt € R, (R)}
15 called the growth bound of T'.
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The growth bound of the semigroup can also be determined by following formula

log ||T'(t
() = i IO

t—o00

Definition 12 The open sector of angle w is defined as

So:={z€C:z#0and |argz| <w}, 0 <w <,
So == (0,00), w=0.

Definition 13 Let 0 < w < m, the operator A on a Banach space X is called sectorial of
angle w if o(A) C S, and

sup {JAC = 4) 71 A ¢ 5} < o,
for allw < W' < .

The following lemma is a key role in the calculations in the study of the spectrum of
generators.

Lemma 1 If1<p<oo,1<q< o0, then
(i) 1" & Lyg(Ry) fory € C,
1
(11) (o +1t)"7 € L, ,(Ry) for Rey > — and o > 0,
p

1
(i1i) t7 € L,,(0,1) for Rey > ——.
p

Proof. First, we prove (i). By using the property of decreasing rearrangement, we have

((@)7)7 = ([£7]%)" = (™).

Since ¢ > 1, there are two possible cases for Rey, when Rey < 0 and Rey > 0. Let us consider
each situation separately. First, consider the case Rey < 0. In this case, the function t78¢7 ig
non-increasing. Its decreasing rearrangement is given by (t78¢7)* = ¢4R¢Y Then

HfHqu Ry) = /(tp tRe'Y /t—lthevdt /tg—1+qRe7dt — 50
0 0 0

It means that t8 ¢ L, (R, ) with Rey < 0.
If Rey > 0, then t"¢7 is increasing and z17(A\) = oo for all A > 0. Therefore, %7 ¢ L, ,(R,).
Now, let us prove (ii). Here we also consider two cases when Rey > 0 and Rey < 0. First,
let Rey > 0, then the function (a + ¢)~®*7 is non-increasing and

((a+ &)Y = ([(a+ &) 17" = ((a+H)"RT)" = (a + &),
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Moreover, one has

[e.e]
||f||quR+ /t “HNa+t)" Bt

to a4+ t) "Rt + [t (0 + )L,

I
O\H
0\8

The integral converges under certain conditions on the parameters p, ¢ and Rey. To determine
when it converges, let us to analyse the behaviour of integral at the endpoints.
First, let t — 0%, then near ¢t = 0, the term (a + t)"®°7 approaches to a 8¢, so the

integral behaves as [ tgfldt, and this integral converges if a > 0. Second, let ¢ — oo, then
0 p

for large ¢, the term (a 4 ¢)~987 behaves like t~%¢7 so the integral behaves as [ tr'~7%.
1

1
This integral converges if T 9 qRey < —1, that is, Rey > —.
p p
In the case when Rey < 0, the function (a + ¢)~%*7 is increasing and u(A\) = oo for all
A>0. Then (a+t) R ¢ L, (R,).
Finally, we need to prove (iii). We consider two cases: Rey < 0 and Rey > 0.

First, let again Rey < 0. Here, the function #®¢7 is non-increasing, so (t8¢7)* = t8¢7 and
the integral

1 1

q q tg—‘que,\/ ! 1
/tpltRe’Ydt — /tpl‘i’QRe'Ydt = W < o0, When R,e’y > ——.
= €
0 0 T 7o b

Now, let Rey > 0. In this case the decreasing rearrangement of 87 is f*(t) = (1—t)R7 ¢ €
(0,1). Then holds

1

1
/tZ‘l((tReV)*)th = /tg_l(l — )Rt < 0.
0

0

1
Thus, the function ¢” belongs to L, ,(0,1) if and only if Rey > ——.
p

3 Spectrum of generators of the Cy-group and (| -semigroup
The main result of this section is the following theorem.

Theorem 1 For 1 < p < o0 and 1 < g < oo, the family of operators T = {T'(t) her s
Co-group of isometries on the space L, ,(Ry). The generator A of this Cy-group is given by
the following form:

Af(s) = —sf(s) — %f(s),
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with the domain D(A) ={f € L,,(R;) :tf' € L,,(R;)}.
Similarly, the family S = {S(t)}er, s Co- semigroup on the space Ly 4(0,1). The
generator B of this Cy-semigroup is given by

Bf(s) = —sf'(s) - %f(s),

with domain D(B) = {f € L,4(0,1) : tf' € L,,(0,1)}.

Proof. We begin with the checking that the operators {T'(t)}cr are isometries. The
following equation holds:

7 ds T ds %
170 iy = | [FEO ) = | [she b (et
/ U s
r 1, du !
| [t i r @it | = 1l
0

In the case, when ¢ = oo, we have

(TGN Ollzy ey = SupE (T ()0 = suptre™ f(e7)

t>0

Lo
=supu? f*(u) = || fllz, @)

u>0

To show that the family of operators {T'(¢) }+cr forms a Cy-group, we have to show that
([ T() f = fllzy gy = 0.
for each f € L, (R, ).
We first verify this property for C°(R, ) by proving the next
iy I70)f  fllo = liysup [(7(0) 1)) ~ /0

= lim sup |67%f(6_t$) — f(z)|=0.

t—=0 z>0

Since C2°(Ry) is dense in L, ,(R;) [4, Theorem 3.3|, it follows that
i | T(0) f = fllz, gy = 0.
By definition of generator of the Cy-group for every f € D(A) we get following
) — f(s)

t
1
p

»

Af(s) =lim L0

t—0

= —sf'(s) = —f(5),
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with D(A) = {f € Lyy(Ry) : tf € Ly (R:)}.
Next, we will prove that the family of operators {S(t)}icr, is Co-semigroup. First, we
show that it is bounded for each t in the following

1
q 1

1

1 ds 1 t ds
SO ln,som = | [GHESONEIT ) = | [ttty
o 1 s, du ‘
| [wre @) <1l 00

0

Using a similar argument as above, it follows that this semigroup is a Cy-semigroup, and
its generator is given by

Bf(s) = —sf'(s) - %f(s),

with domain D(B) ={f € L,,(0,1) : tf' € L,,(0,1)}.
In the following proposition, we find the spectrum of the generators of the Cp-group and
Cy-semigroup.

Proposition 1 Letl <p<oo and1 < q < oo, then
i) op(A) =0, o(A)=iR.
it) 0,(B) ={A € C:ReX <0}, o(B) ={X € C:ReX <0}.
Proof. i) Let A € C. The equation Af = Af is equivalent to the differential equation

1
0+ O+ ) F (1) =0,
Its non-zero solutions are given by f(t) = et~ O3) with ¢ # (. According to Lemma |1} these
solutions do not belong to L, ,(R. ). Therefore, A has no eigenvalues, and the point spectrum
is empty: 0,(A) = 0.
Since each T'(s) is an invertible isometry, its spectrum is confined to the unit circle:

o(T(t) C{zeC:|z|=1}.
By the spectral mapping theorem for Cy-group (see [6, IV. Theorem 3.6]), the relation e C
o(T(t)) holds. Hence, if n € o(A), it follows that ¢ € {z € C : |z| = 1}, implying o(A) C iR.
1
Assume £ € iR and that £ € p(A). Let n = £ + —. According to Lemma [1} the function
p

f(t) = (1 +¢)7"! lies in L, ,(R;). Since the resolvent operator R(£,.A) is bounded, the
function ¢(t) = R(§,A)f(t) also belongs to L,,(R;). This implies that ¢(¢) satisfies the
differential equation

ng(t) +tg'(t) = f(t).
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Solving this equation yields the general solution

- 1
gty =ct ™"+ 5(1 +t)7"

where ¢ is a constant. However, as in Lemma (1} it can be confirmed that g(t) ¢ L, ,(R).
Thus ¢ € o(A).

ii) In this case, we first examine the equation Bf = Af. The solution to this equation is
given by f(s) = s~075), We can see by Lemmathat the function f(s) = s~OF) belongs
to L, 4(0,1) if and only if ReX < 0.

We know from [6, Corollary 1.13] that

—00 < 5(B) < wy(S) < o0.
By definition,

log [|S@)]|

t—o00

Considering these facts, the spectrum is given by

o(B) ={A € C:ReX <0}.

4 Spectrum of Generalized Cesaro operators on Lorentz spaces

In this section, we establish the spectrum of the generalized Cesaro operator on Lorentz
spaces.

4.1 The case R}

The following result shows the boundedness of the generalized Cesaro operator CF° on
L, ,(R.) spaces.

Theorem 2 Let > 0,1 <p < oo and 1 < q < oo, then the operator C5° is bounded on

Lpg(Ry).
If f € L,,(Ry), then

:5/ (1 — )30 () f(1)ds. (6)

—S

Proof. Let us first demonstrate the equality @ By changing the variable 7 = te™*, we obtain

the following

B

Crrn =1 (6= 71 () = 5 / (1= )10 DT(s) f(1)ds,
0
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Considering the density of simple functions in the L, ,(R}) space and utilizing the properties
of the Bochner integrable functions, we can observe that the operator Cg° is well-defined and
bounded on L, ,(R;). When 1 < ¢ <p < oo, p# 1, then, we have

I F s,y < / (1 — )PP T(s) f1ds
0

% 1

—s(1—3 1 1-1du

= /B||fHLp’q(R+) /(1 — 675)5*16 (1 p)ds = ﬁHfHLp,q(RJr) /(1 _ u)ﬁ 1U1 pz
0 0

1

111
:5||f||L1f,,q(1R+)/(1—U)‘3 Rl [V PRNES

0

NGRS DY
FB+1-7)

Here, the Beta function is applied to evaluate the integral. In general case, when 1 < p <
q < oo by [18], we get that CZ° is bounded on L, 4(R) with respect to || - [|7 . Therefore,
we have

||C,§Of||LP,q(R+) S Cﬁ7p||fHLp,q(R+)7

where cg, > 0 is a constant depending only on 8 and p.
The first main result is the following theorem.

Theorem 3 Let 1 < p < oo, 1 < q < oo and 8 > 0. For the operator Cg° on Ly, 4(Ry) we
have

. LB+~ +it)
U(CB>:{ F(ﬁ%—l—;}—i—it) .tE]R}.

Proof. In the previous theorem, we demonstrated that the operator C'5° can be expressed in
terms of the semigroup T'(t), i.e.,

CEf(t) = p / (1 — e=)P~Le0=DT(s) f(t)ds = / 95.(5)T(5)f (£)ds,

where gz ,(5) = X0,00)(5)B(1 — e_s)ﬁ_le_s(l_%) for s € R. According to [7], if the function gz,
belongs to the space L. (R), then it follows that

o(CF) = gap(0(iA)),

where gg, is the Fourier transform of the function gs,. In our case, the non-quasianalytic
weight is equal to 1. Therefore, it is straightforward to verify that gz, € Li(R) due to the
properties of the Beta function.
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Then, for t € 0(iA) = R (see Proposition [l|) we have

9/5;(/\) :B/G_i)‘s(l —6_5 ds _6/ ,8 1,1- +it71du
0

1 rpe+1nr (1—1;—1—275)
=BBB1—J+it) = L(B+1-1vit)

4.2 The case (0,1)

Let L,,(0,1). In contrast to the previous subsection, we now describe the spectrum of the
generalized Cesaro operator on L, ,(0,1). The main result of this section is given in the
following theorem.

Theorem 4 Let >0, 1 <p < o0 and 1 < q < oo, then the operator Cé 15 bounded on
L,,0,1).
If feL,,(0,1), then

CLt) = / (1= )P 1e 0735 () (1) )

Proof. We apply the change of variable 7 = te™® to obtain the following

B

ChI(t) = (6= " frss = 9 / (1 — )1 0P8 (s) f(t)ds.
0

It proves the equality .
Note that, due to this equality, CI}} is well-defined and acts as a bounded operator on
L,,0,1)for 1 <g<p<oo,p#1, then

—s(1-1
IC3 o) < 8 [ (1= &P 1 0D S(5) i, o ds
0

00 1

(11
< B o0 / (1= e 1e 0D ds = Bl|fllL. - o) / (1-u)
0

0

_i1du
ﬂ—lul p——
U

1

_ _1_
= oy [ (1= 0% 0w = 1, 0

0

L(B+Dr - ;)
F(B+1-3)

As in Theorem [4], in general case when 1 < p < ¢ < oo, we have

||Cg‘f||Lp,q < Cﬁm”f”Lp,q’

where cg, > 0 is a constant depending only on 8 and p.
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Theorem 5 Let 1 < p < oo, 1 < q < o0 and > 0. For the operator Cé on L,,(0,1) we
have

. F(B+1)F()\+1—%) _
Up(C'B):{ F(5+)\+1—%) : )\EC+}

and

. F(ﬁ—f—l)F(/\—I—l—%) . _
U(Cﬁ):{ F(ﬁ—l-)\—i-l—%) .)\EC+U@R}.

Proof. Define the function
-1
h(t) = —

The functions h., are eigenfunctions of the operator C}, it means that

, veC.

t

B / 1 I8+ 1l(y)
CIh () = —— [(t =)’ 17 ds = ——— T} ().
()0 = e [ e S0
1
According to Lemma the function h, belongs to L, ,(0,1) if and only if Rey —1 > ——. It
p
follows that the point spectrum of the operator C’é in L,,(0,1) is the set

) N5+QHA+1—§.
ap(cﬁ):{ EES .AG(C+}.

Next, we consider the Hille-Phillips functional calculus for the generator B of the
semigroup S = {S(t)}1>0. According to Theorem {4} we can write Cj = L(g)(—B) that
is

o0

Cif =5 / (1 - e=)PLe 0P8 (s) f(t)ds = / 95 (1)S(8)dt = L{gs,) (~B)f.

0

where gs,,(t) = (1 — eft)ﬁfle_t(l_%) and L is the Laplace transform.
L(gpp)(2) = 5/6““(1 — 6_5)5_16’3(1*%)615
0

P(B+ 1z +1-1) -
IR R R

By [10, p. 1458], the function hg, satisfies Spectral Mapping Theorem [16, Theorem 2.7.8].

Since —B is a sectorial operator of angle g and B is injective (0 ¢ 0,(B)), we have

F@E+DIrA+1-2)
P(B+A+1—1)

o(Cy) = o(hgp(—B)) = hgy(o(—B)) = { A eCy U @']R}.
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4.3 Conclusion

In this paper, we studied the boundedness and spectral properties of the generalized Cesaro
operators C’é and CF° defined on the Lorentz spaces Ly 4(0,1) and L,4(R), respectively.
Using tools such as the Cy-group {7'(t)}1er and the Cp-semigroup {S(¢)}er,, we analyzed
the boundedness and spectrum of these operators. The spectral properties of the generators
of these groups and semigroups were studied, which played a central role in determining
the spectrum of the generalized Cesaro operators. The main results demonstrated that
the generalized Cesaro operators are bounded on Lorentz spaces and provided a detailed
characterization of their spectra.
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JKoHE aKbIPJIbI 3JIeMEeHTTeD diciH naiinantansin, Credan ecebine kemrripimimn, Y*(¢, ) — oNIMOHHBIH
palyOHAJAbI KYHBL, T7 — THIMJI OPLIHAAY YaKbITHI KoHe x*(f) — akuus GaraChbIHBIH PAI[HOHAJIbI
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B nanHOili cTaThe PACCMATPUBAIOTCS OCOOEHHOCTH BBIYUCJIEHUs CTOUMOCTH omona V (¢, x), 1eHsbl
aknuu (t) U ONTUMAJIBHOTO MOMEHTa OCTAHOBKH (MJIM UCTIOJNHeHus1) T (= t) Kak Jjisi KOHEUHbIX,
TaK 1 JJIst 0ECKOHEYHBIX BPEMEHHBIX NHTEPBAJIOB. Jlasiee m3ydaeTcs 3a/iada OrnpeesIeHusI CIIPaBe/I-
JINBOII CTOMMOCTH OIIMOHOB aMEPUKAHCKOI'O THUIA Ha OCHOBE ONTUMAJILHOIO MOMEHTA OCTAHOBKH,
B KoHTeKcTe nuddy3uonnbix phiHKoB akiuil (B, S). 3arem obcyxaaercs npobeMa onpeieeHus
pPAIMOHAJIBHON TeHbI ONIUOHOB EBporeiickoro tuma. BHadase paccMarpuBaeTcst CUTyaIust ¢ TOY-
KU 3PEHUs HOKYIIaTeJIs ONIMOHA, TIOCJIe Yer0 AHAJIM3UPYETCS CATYAIHs ¢ TOYKHA 3PEHUs [TPOJIABIIA.
Bce mocraBiieHHbIe 33/1aUN PEITAIOTCST TOYHO, €CJIU 3apaHee HaijieH ONTHMAJIbHBII MOMEHT OCTa-
HOBKH, JIIOO YUCJIEHHO — C HCIOJIb30BAHHEM METOOB IIPOTOHKU U KOHEYHBIX 3JIEMEHTOB, IIyTEM
upeobpasoBanug ux B 3aga4ay Credana, rae Y*(¢, x) upegcrasiger coboil paMOHAILHYIO IEHY
OIIMOHA, T — ONTHUMAJIBHBI MOMEHT HCIIOJIHEHUS, & T (t) — PAIOHAIBHYIO IIEHY AKI[IH.
KiroueBsbie ciioBa: 1ieHa OIIUOHA, [[eHA aKIWH, CIIPABEJIUBbII 11ddY3UOHHBI PBIHOK, OMTHOHBI
Awmepuranckoro u EBpomneiickoro tumnos, 3amada Credana, IUCIEHHOE MOIEIUPOBAHIE.

1 Introduction

Building on the work in [1], this paper investigates various aspects of calculating the option
price V(t, z), the stock price x(t), and the optimal stopping (execution) time 7 (= t) over
finite and infinite time intervals. In then explores the determination of a fair price for
American-style options, utilizing the optimal stopping time within diffusion-based (B, S)-
stock market models. The discussion proceeds to address the pricing of European-style
options, starting with an analysis on the buyer’s perspective, particularly the call option,
followed by a focus on the put option. The problems are solved either exactly when the
optimal stopping time is predetermined or numerically by reformulating them into the
Stefan problem. In mathematical physics, the Stefan problem arises in the study of physical
processes associated with the phase transformation of matter and consists in finding a function
u = u(t, x) that describes the temperature regime of the phases and the separation boundary
x =x(t), t > 0 of these phases.

In the case of standard buyer and seller options, a two-phase situation also takes place —
when searching for optimal stopping rules, we can restrict ourselves to considering only two
simply connected phases: the area of continuation of observations C* and the area DT.

All problems can be solved analytically if the optimal stopping time is known beforehand
or numerically if it is not.

The results of numerical modeling of the Stefan’s problem by the sweep method and
the finite element method for standard call and ask options are presented. As well as a
comparative analysis of the numerical results by the sweep method and the finite element

method (FEA).

Statement of the problem from the book [1]. Standard American-type buyer and seller
options and optimal process stopping are considered in the works [2], [3], [4], [5], 6], [7]-
Numerical methods for solving the Stefan problem and other numerical methods for solving
stochastic (diffusion) partial differential equations are considered in the works [8], [9], [10],

11, [12], [13], [14], [15], [16], [17], [18)]-
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2 Numerical solution of the Stefan’s problem for the call option

In the area C7 = {(t, x) o <at(t), t e [0, T)} consider the equation

oY ™*(t
SR gyea, ) = Ly, ), ()
Y*(t 1 2Y (¢
where = A+7r, LY*(t, z) = m’%—kéa?wzaa—;’@ and in the area DTU{(T, )

rel } consider

YA, x) = g(x) (2)

at the boundary x* = z*(t), 0 <t < T, the section of "two phases the Dirichlet condition is
fulfilled:

Y*(t, 2"(t) = g (2" (t)); (3)

and the Neumann condition:

IY*(t, )
ox

(4)

xta*(t) zlax*(t)

Let us discretize the phase domain CT = {(t, x) : oz < a*(t), t € [0, T)} with ¢

respect to the step 7, t, =n7, n=0,1,2, ..., N, 7 = %, with x respect to the step h,
x; =ih, 1 = 0,1, .... We also discretize the area DT U {(T, :c) . x € E} Omit index *

above Y*(t, x)). We approximate by an implicit scheme, and for the discrete domain CZ,
we obtain the difference equation

1
Y+ BY Ty = oY (5)

2.2
g Ii
2

. 0'2;52 .
where a; = —(55 + 55 ), 5 = (5 + 5

DT. we write the Dirichlet condition :

ni’

1 o022 . .
+ 5 - ;), Vi = —42- In the discrete domain

Y"=g¢g;, or Y" (xf) = g(x;") (6)
and the Neumann condition :

Y gi+1 — Gi
HT — +T ) (7)

zi=z;+0 zi=xz;—0
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If the condition f > 1, is satisfied, equation can be solved, for instance, using the

sweep method. To solve 1) we ensure that at the boundary (x*)?, the two-phase conditions
@ and @) are met. At each step, we verify that the "front" (x*)? is defined at a grid point.
If not, we can adjust the step sizes 7 and h.

Next, issues of numerical modeling of the Stefan’s problem are considered. [8], [9], [10],
[17], [18].

3 Numerical modeling by the method of double-sweep method the Stefan’s
problem for standard call options

As a first example for a call option, we consider an American call option with financial
variables K =10, 0 = 0.6, r = 0.25, 6 = 0.2, o = 10 and 7' = 1. For these data, proposes a

value of Y* (0, K ) = 2.18728, which corresponds to the variant shown in following Figure
The selected values for the test data (K =10,0=0.6,r=0.256=0,T = 1) are shown

in Table 1 and visualized in Figure
Table 1: Values Y*(0,x) of the American call option at K=10, 0=0.6, r=0.25, =0, T=1.

m (grid dimension), Y%, | Sweep method | Finite element method (FEM)
100 2.181171 2.186701
200 2.186031 2.187181
400 2.186941 2.187251
800 2.187191 2.187271
1600 2.187261 2.187281

Sweep method (red points) and FEM (blue points)
8

50 T — T T T . . o °
2,18 o
45}
a0 1 2,186{  ©
3|
30} 2,185
25}
2,184
20 g
=g 1 2,183
10} §
sl | 2,182
U L L 1 1 1 L L
0 0 20 30 40 &0 &0 70 80 90 100 : : : : . . . i
200 400 600 800 1000 1200 1400 1600

Figure 1: American call option pricing for K =
50, 0 = 04, r = 0.1,5 = 0, T = 5/12 (grid Figure 2: Convergence of the price an American

dimension 1600 x 1600) call OptiOIl Y*(O, l‘) (K = 10, g = 06, r= 025,
0=02T= 1) with grid dimension.

As a second example for call option, we consider an American call option with financial
variables K =50, 0 = 0.4, r = 0.1, =0, 2o = 50 and T" = 5/12. For these data proposes a
value of Y* (07 K ) = 21.28638, which corresponds to the variant shown in Figure .
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The selected values for the test data (K =50,0=04,r=01,06=0,T = 5/12) are
shown in Table 2 and visualized in Figure [4]

Sweep method (red points) and FEM (blue points)
£

50 . — . : : . . ° 9
21,286+ 4
45+
40 T 21085 °
351
30 21,284
251
21,2831
20F 4
15 7 21,28
10k -
21,2811
51 4
0 0 1In 2I0 3|n 4|n sln 5‘[] 7‘[] sln gl[] 100 260 460 6(30 860 ldOO 12})0 14TOO 1 6b0
Figure 3: American call option pricing for K = Figure 4: Convergence of the price of an
50, c = 04, r = 01,6 =0, T = 5/12 (grid American call option Y*(0, z) (K = 50, o = 0.4,
dimension 1600 x 1600). r=201,0=0T= 5/12) with increasing grid
dimension.

Table 2: Values Y*(0,z) of the American call option at K=50, 0=0.4, r=0.1, §=0,

T=5/12.
m (grid dimension), Y% . | Sweep method | Finite element method (FEM),
100 21.280341 21.285981
200 21.285171 21.286281
400 21.286051 21.286351
800 21.286281 21.286371
1600 21.286351 21.286381

4 Numerical modeling by the method of running the Stefan’s problem for
standard put options

As the first example for a put option, we consider an American put option with financial
variables K = 10, 0 = 0.6, » = 0.25, 6 = 0.2, zp = 10, T' = 1, which is shown in Figure [

This curve, shown in Figure[6] defines the option’s early exercise strategy.

As a second example for a put option, we consider an American put option with financial
variables K=50, 0=0.4, r=0.1, =0, 27=50 and 7'=5/12, which is shown in Figure m We
also calculate the point x*(0) for early exercise of the put option. Numerical results are given
in Table 3 and illustrated in Figure
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10

Figure 5: American put option pricing function
Y*(0, z) for K =10, 0 = 0.6, » = 0.25, § = 0.2,
xg =10, T =1 (grid dimension 1600 x 1600).

50 T T T T T

45 4

10| R
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30+ =

251 -

20 -

0 10 20 30 40 50 60 70 80 90 100

Figure 7: The pricing function Y*(0, z) of an
American put option at K = 50,0 =0.4,r = 0.1,
0=0,T =5/12 (grid dimension 1600 x 1600).

Figure 6: Time structure of the early exercise
boundary z*(t) of a put option K = 10, o = 0.6,
r=02590=0,T=1.

Sweep method (red points) and FEM (blue points)
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Figure 8: Convergence of the price of an
American put option (K =50, 0 =0.4, r =0.1,
0=0,T= 5/12) with increasing grid dimension.

Table 3: The boundary z*(0) of the early exercise of the K=50, 0=0.4, r=0.1, §=0, T=5/12.

m (grid dimension), Y%, | Sweep method | Finite element method (FEM)
100 40.93651 37.70211
200 37.04091 37.00011
400 37.04091 36.65201
800 36.58081 36.305671
1600 36.35291 36.30571
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Figure 10: Structure of the free margin z*(t) of
Figure 9: Structure Y*(¢, ) of an American put an American put option.
option.

5 Conclusion

The advantage of finite difference methods (the sweep method) compared to the finite
element method (FEA), in particular, the solution by the sweep method provides knowledge
about the development of the option value function for each time step, i.e. the entire term
structure of an American put option can easily visualize. See Figure [9] The accuracy of the
sweep method is higher than FEA, see Figures [2] [ and [§| At present ¢ = 0, which is the
"leading edge" of the surface, the shape of the cost function Y*(0, z) can be clearly seen,
as shown in Figure [9] By selecting the Y*(¢, z) functions for each ¢ during the life of the
option, one can obtain a complete term structure, and by the maturity date T" approaches
the non-smooth payoff function Y* (K — x)f Of the entire surface of options, of particular
interest is the development of the high contact point over time, namely x*(¢), which is shown
in Figure This curve can be obtained by projecting the upper contact point at each time
step onto the x*(¢) — t-plane, and it determines the option’s early exercise strategy.
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IMPROVED DEEP LEARNING MODEL FOR CATTLE IDENTIFICATION
USING MUZZLE IMAGES

Using traditional methods such as ear tags, branding, and tattoos for cattle identification requires
continuous human involvement and demands significant time and effort. Although radio-frequency
identification (RFID) methods are widely used today, they also have certain disadvantages. The
RFID devices used must be constantly installed, which can cause discomfort to the animals,
and during their movements, the devices may become damaged or lost, leading to further issues.
By using biometric features for cattle identification, these disadvantages are eliminated. In this
method, animals are identified using their unique biometric features, such as iris patterns, skin
textures, muzzle prints, and facial features. This article focuses specifically on identifying cattle
based on their muzzle images. In this study, a total of 4923 images of 268 cattle were used. The
architectures of eight different models were improved and selected for the training process, and the
training was conducted. According to the results, the DenseNet-121, WideResNet-50, and Inception
V3 models achieved the highest accuracy rates, with 99.2%, 99.1%, and 99.1%, respectively. These
results demonstrate the effectiveness of the proposed architecture.

Key words: Cattle muzzle images, pattern recognition, feature extraction, biometric features,
cattle identification, deep learning models, model architecture.
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I Myxamme1 o71- XOpe3Mu aThIHIArbl TaIlKeHT aKIapaTThIK, TEXHOJIOIUsIAD yHuBepcuTeTi, TaIKeHT,
Ozbekcran
29nizKan MeMIeKeTTIK YHIBEePCHTeT, OmmixKan, O36ekcTan
*e-mail: fazilbek.zaripov@gmail.com
TyMchIFbI KeCKiH/Iepi Maiijajany apKbLJIbl ipl Kapa MaJiibl COliKeCcTeH/Iipy YHIiH TepeH
OKBITYAbIH KeTijaipijiren momgeJti

Ipi kapa MasIbl ColtKeCTEeHAIPYIIH JOCTYPJIl OJICTEPIH, MBICAJIBI PETIH/IE, KYJIAK ChIPFAJIapbIH, TaH-
Oasayibl JKoHE TATyHPOBKAJIAPAbI KOJIJAHY YHEMi aIaMHBIH apajacyblH, COHIAN-aK YVaKbIT IIeH
KYIITIH afTap/bIKTail MIBIFBIHBIH Tajamn erefdi. Kasipri yakbITTa paguoKuiIikTi CoRKecTeHIipy
(RFID) saicrepinin KeHiHEH KOJJIAHBLIYBIHA KAPAMACTAH, OJapIblH, ja Oesriai 6ip keMiikrepi
6ap. Bysn ymin kommassutatein RFID kypbuiFbuiap yHEMI OpHATBIIBIN TYPYbI KAXKET, OyJI 2Ka-
HyapJIap/ibl Ma3aChI3/IaHIBIPYBI MYMKIH, COHBIMEH KaTap OJap KO3FaJraH Ke3Je KYPBIIFbLIap 3a-
KBIMJAJIBIIT HEMECe KOTaJIbIll KeTyl MYMKIiH, OyJI KOCBIMIIA Macejenepre okememi. [pi kapa maJ-
JTBI COMKECTEHIIpy/Ie OMOMETPHUSJIBIK CUITATTAMAIAPIBI KOMIaHy OChl KEMIMLTIKTEPI KOosiabl. Byt
9JlicTe KaHyapJap oJapbiH Oipereit GMOMETPHUSIBIK CHIIATTAMAJIAPBI, MBICAJIBI, KO3/IIH PaJIyKKa,
cypeTTepi, Tepi TEKCTypachl, MyPhIH i37epi kKoHe OeT epekImeiKkTepi OONbIHIIA aHBIKTAIA LI, Byl
oficTe YKaHyapJap OJapiblH Oipereit OHOMETPUSIIBIK, CATATTAMAJIAPBI, MBICAJIbI, KO3MIH DPaly K-
Ka CyperTepi, Tepi TEeKCTypachl, MYPBIH i371epi KoHe OeT epekmresikTepi OOUBIHINA AHBIKTAJIAIbL.
Byn makasta ipi kapa MaJiabl MYPBIH i371€pi Herizine colikecTeHIipyre apHaJFraH. by 3epTreyae
JKaJmbl caubl 4923 cyperTen TypaThin 268 ipi Kapa MaJabIH OeliHeci maiiiaIaHbLI b
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Ceriz TypJi MOJEB/IIH apXUTEKTYPAIAPbl KAKCAPTHLIBII, OKBITY IPOIECi YIIH TAHIAJIBII, OKbI-
TeULIbI. 3epTrey HoTmkesepi Goibramma DenseNet-121, WideResNet-50 kone Inception V3 mo-
Jlebepl eH Korapbl JpJIikke, coiikecinme 99,2%, 99,1% xone 99,1% xerti. Bysn HoTmzKesep
YCBIHBLJIFAH apXUTEKTYPaHbIH, TUIM/ILIITIH KOpCeTe/I.

Tyiiin ce3aep: ipi Kapa MaJIJIbIH TYMCBIFBI KECKIH/Iepi, V/TIHI TaHy, epeKIIeTiKTep/Ii aay, bnoMmer-
pusUIBIK, Gesiriiep, ipi Kapa MaJiibl COKEeCTEeHIIPY, TePEH OKBITY MOJIEJbIEePi, MOIe/Ib apXUTEKTY-
pachl.

®.M. Bapunos! , A.X. Humanos', B.B. Ak6apames?,
D.C. Babayxanos!, B.E. Femubaes!
! TamxenTckuit ynusepcnTer nHOOPMAIMOHHBIX TeXHOIOTHI nMern MyxammMasia aji-Xopesmu, TamkenT,
V3bekucran
2 AnjmKaHCcKuit TOCYIapCTBEHHBI yHUBEpCHTET, AHIIKaH, Y30eKCHTaH
*e-mail: fazilbek.zaripov@gmail.com
ViyunienHasa MofeJib riiyGokoro obydeHns Ajisi nAeHTUMUKAINN KPYITHOTO POraToro
CKOTA C UCIIOJIb30BAaHNEM U300parkeHuii Mopabl

Ucnonp3oBanne TPaIuInOHHBIX METOIOB MICHTUMUKAINN KPYITHOTO POTATOr0 CKOTA, TAKUX KaK
VIIHBbIE OUPKH, KJIEHMEHNE U TATYUPOBKU, TPEOYET MOCTOSTHHOTO YIACTHUS I€JIOBEKa, & TAKXKe 3Ha-
YUTEIBHBIX 3aTPaT BpeMenu u ycuiauii. Hecmorpst Ha mupokoe npruMeHnenne paguov9acTOTHBIX Me-
tozioB upentudukaiu (RFID) B Hamm jHA, OHM TaKKe UMEIOT OnpejieieHHble Hegoctatku. REID
YCTPOMCTBA, UCIIOIb3yeMBbIe JIJIsi 3TOT0, JIOJIPKHBI TIOCTOSIHHO YCTAHABJIUBATHCS, YTO MOXKET BBI3bI-
BaTh OECIIOKOMCTBO y KUBOTHBIX, U BO BPEMs WX MEPEIBUKEHUS YCTPOICTBA MOT'YT OBITH ITOBpE-
JKJIEHBI WX TTOTEPSHBI, 9TO NPUBOIUT K majbHeimuM npobsemam. Vcmonp3oBanune 6uomerputde-
CKUX XaPAKTEPUCTUK I UACHTU(DUKAIIMH KPYIIHOTO POTATOrO CKOTA YCTPAHSET 3TU HEJIOCTATKH.
B sToM MeTO/ie KMBOTHBIX HJIEHTHUMUIUPYIOT IO UX YHUKAJIBHBIM OMOMETPUYECKHM XapaKTepH-
CTUKAM, TAKUM KAaK PUCYHKH PAJLY?KKHU, TEKCTYPhI KOXKU, OTIEYATKYN HOCA U 4epThl Jinna. JlanHast
CTaThsl MOCBSIEHA MJIEHTU(MUKAINA KPYIIHOTO POTATOrO CKOTa HAa OCHOBE OTIIEYATKOB Hoca. B
9TOM HCCJIEOBAHNN OBLIO UCIOJIB30BAHO B 001Ieit citoxkuocTr 4923 nzobparkerus 268 royioB KpyIi-
HOT'O POraToro CKOoTa. ApXUTEKTYPhl BOCBMH PA3JIMIHBIX MOJIe/Iel ObLIN YIIyUIleHbl U BRIOPAHHBIX
JI7IsT TIpoItecca obydenust m obyuenne ObL1o TpoBeeno. [lo pesysabraTam MCCIEIOBAHUST MOJIEN
DenseNet-121, WideResNet-50 u Inception V3 mocturiu nampbiciieil Tounocts, cocrasus 99,2%,
99,1% 1 99,1% cooTBETCTBEHHO. DTHU PE3YJILTATHI JIEMOHCTPUPYIOT 3 (PEKTUBHOCTD MTPEJIJIOKEHHOM

APXUTEKTYPHI.
KiroueBbie cioBa: m300parkeHusi MOPJ KPYIIHOI'O POraTOro CKOTa, PACIIO3HABaHUE 00pPa30B, M3-

BJIEUYEHUE [TPU3HAKOB, OMOMETPUIECKUE IPU3HAKY, NACHTU(MUKAIIS KPYITHOTO POTATOr0 CKOTa, MO-
JIeTN TUIYOOKOTO O0YUeHHsI, apXUTEKTYPa MOJICIIH.

1 Introduction

Currently, artificial intelligence is one of the most important directions in modern technology
and is widely applied in various fields. Artificial intelligence is aimed at implementing
the capabilities of human intelligence through computers. Artificial Intelligence approaches
human reasoning through a productive structure that encompasses data processing,
calculation of algorithms, and machine learning among other things. Such a development
enables extensive data to be examined and well-informed decisions to be rendered based on
the information available. Another area of artificial intelligence that has attracted interest
is classification which is the process of grouping information into categories or sets. It is
an essential step in managing, analyzing and predicting of data. Classifying is applicable
in a broad spectrum of industries such as health, finance, marketing and even livestock
management. Extensive research has of late been done by scientists in these industries [1-4].
In the work of classification there is an objective of arranging the information according to
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set attributes. It involves the application of many methods and algorithms including deep
learning models which are mostly machine-learning models. Object identification is also a
part of this classification problem. In identification, each object is treated as a unique class.
This article is focused on applying such an identification method to recognize cattle.

Cattle identification is one of the key aspects of effectively managing and monitoring
the livestock industry. Cattle identification is the process of recognizing each individual
cattle in a livestock farm. Currently, several methods are used for identification. These
methods can be divided into contact-based and non-contact-based categories |5]. Contact-
based methods include branding, freeze branding, ear tags, tattoos, and other techniques |§||
These identification methods always require human involvement, as well as time and effort.
Additionally, these methods have their disadvantages. The procedures can be distressing
for the animals, ear tags may be detached, and tattoos can deteriorate or become illegible
over time. However, these methods are more cost-effective than others m Another widely
used contact-based method is the radio frequency identification (RFID) system |[8]. This
identification technique entails placing tag-based RFID with microchips on livestock ears.
The radio frequency identification RFID tags have a unique code that can be picked by
an appropriate reader enabling identification of livestock. Although this method seems to
be expensive during initial installation within farms, it will be the most frequently used
method within mechanized agriculture. Since all devices include chips that are believed to
be unremovable, it has its demerits including bringing pain to the livestock, and chances of
the chips being either lost or broken during movement ﬂgﬂ Other non-contact methods use
the animal’s biometrics thus reducing the pain an animal goes through. Biometric features
include iris images, skin patterns, muzzle images, and facial recognition [10].

Figure 1: Biometric features in the muzzle image of cattle: The beads are marked in
yellow, and the ridges are marked in red

Among the mentioned biometric features, identification using muzzle prints is a simple
method, and interest in research in this area has been increasing recently [11H15]. The muzzle
print of cattle contains unique features, much like human fingerprints [16]. There are two
types of distinctive biometric features of the cattle’s muzzle: beads and ridges (Figure 1).
The beads have an uneven structure and resemble islands, while the ridges resemble rivers
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running between the islands. These beads and ridges serve as unique biometric identifiers
for recognizing cattle. Research has confirmed that muzzle prints are accurate and remain
unchanged over time, making them a reliable biometric identifier. This identifier has been
studied since 1921 .

The aim of this study is to collect muzzle images of cattle, create a dataset, and apply
various deep learning methods to identify the cattle based on the dataset. The results will be
analyzed using metrics such as image processing speed, training speed, and accuracy levels.

2 Materials and Methods

2.1 Image Collection

In order to form a dataset of cattle muzzle images, images from previous studies |]§[] were
used. The dataset contains 4,923 images of 268 cattle . All images are high-resolution,
RGB color images, taken with a digital camera equipped with a 70-300 mm F4-5.6 focus
lens. The muzzle sections were cropped from the cattle images in the dataset (Figure 2).

Figure 2: Samples of images from the dataset consisting of cattle muzzle prints

It is important to note that the color and texture of cattle muzzle prints may appear very
similar, but when analyzing the beads and ridges, significant differences become noticeable.
The images in the dataset vary in size, and they need to be standardized before being fed into
the training model. Based on the analysis of previous research and experimental results, the
image size was set to 300 x 300. It was found that training at this size operates faster. While
reducing the image size to 250 x 250 accelerates training speed, it may lead to the loss of
finer features. However, the 300 x 300 resolution was retained for this study, as it facilitates
faster processing while preserving more detailed information crucial for cattle identification
based on muzzle print characteristics.

In this work, the applied image augmentation techniques such as shifting, rotating, color
manipulation and blurring images, which all helped to increase the number of sample images,
were used in order to obtain better model accuracy. Also, as a result of carrying out data
augmentation, the accuracy of the model is expected to be improved in the future due to
various repetitions of the existing images.
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2.2 Deep Learning Models

After conducting a comprehensive review of global research on the subject, eight deep-
learning models were chosen for image classification tasks. The selected models include
AlexNet, GoogleNet, DenseNet, WideResNet, MobileNet V2, MobileNet V3, ShuffleNet V2,
and Inception V3. Table 1 provides a detailed summary of these models along with their key
characteristics.

Table 1: Characteristics of deep learning models used in the study

No. | Model name Number of parameters (million) | Model size (MB)
1 Alexnet 62 233

2 GoogleNet 13 50

3 DenseNet-121 8 30

4 WideResNet-50-2 69 262

5) MobileNet V2 3.5 13

6 MobileNet V3 Large | 5.5 21

7 ShuffleNet V2 2.2 8.6

8 Inception V3 27 103.67

2.3 Training Process

With the assistance of transfer learning, the models have been implemented using the Pytorch
framework. This approach involved utilizing models pre-trained on the ImageNet dataset [19].
The model’s fully connected layer was modified to tailor it for the classification of the current
dataset. The convolutional network weights remained pre-trained, while the final layer was
fine-tuned specifically for cattle identification tasks. This strategy enhances training efficiency.
Proper selection of hyperparameters and configurations helps achieve high accuracy levels.
Based on the acquired results, the subsequent parameters and configurations were determined:
the training process is set to a maximum of 50 epochs, utilizing the Adam optimization
algorithm, and employing the Cross-Entropy loss function. The optimizer’s peak learning
rate is established at le-4, with a gradient clipping threshold of 0.1 implemented to mitigate
potential gradient explosion. Additionally, a regularization coefficient of 0 was applied to
minimize overfitting risks. Early stopping is incorporated, halting the training process after
7 epochs in the absence of any improvement in the accuracy metric.

Throughout the training phase, accuracy, loss, and additional metrics were evaluated
at each epoch. The progression of accuracy throughout training is illustrated in Figure 3.
The duration of each training epoch, as well as the overall training time, was meticulously
documented. Based on the outcomes obtained from the experiment, the hyperparameters’
optimal values were determined.
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Figure 3: The Accuracy of deep learning models

The dataset comprises 268 distinct objects, each represented by 4 to 70 images. Objects
with fewer images introduce challenges in object recognition, primarily due to class imbalance.
To resolve this challenge two approaches were implemented, the Weighted Cross-Entropy
(WCE) loss function [20| and data augmentation techniques [21]. Augmentation techniques
aimed at increasing the dataset size and diversity. These strategies were applied across all
models and enabled the determination of optimal accuracy and computational efficiency.
Among these metrics, accuracy was prioritized as the most critical factor.

The WCE loss function assigns greater weights to cattle classes with a smaller number of
images. This weighting is calculated using the following approach:

c
WCEIOSS = - Z wit; 10%(?1) (1)
=1

where p; € R?%8 refers to the probabilities assigned to each of the 268 cattle classes in the
output of the LogSoftMax layer. C' represent the total number of cattle, while ¢; indicates
the actual probability for the cattle, which is calculated as follows:

b= {é, if 1 = true @)

otherwise

w; — the individual weight assigned to the i-th cattle is calculated as follows:

Nmax
i = 3
u = (=) @
N; denotes number of images for the i-th cattle, V,,ax denotes number of images devoted
to one cattle in the dataset (which in this dataset equals 70).
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70% of the dataset was used for training and the remaining 30% for testing. The
image channel pixel color intensities were rescaled to the interval [0,1]|, which increases the
effectiveness of image recognition, as noted by [22].

The model training was conducted on a computing machine with the following
specifications: Intel i7-11800H 2.3GHz — 4.6GHz, 32 GB DDR4 RAM, RTX 3070 8 GB
GDDR6.

During the training process, modifications were made to the architecture of the selected
models. Instead of using the original fully connected output layer, a new architecture was
developed. In the new architecture, the number of outputs in the last layer matches the
number of classes in the dataset, i.e., 268 outputs. A linear layer was added to the output
part of the initially trained model. This layer had an input size of inputs from the previous
model and an output size of 512 for the next layer. The number of neurons in this linear
layer was determined to be optimal for our case based on the results of the experiments, with
512 neurons selected. Between this linear layer and the final output layer, a ReLU activation
function and a dropout layer were added to prevent overfitting. The final layer is a linear layer,
and the architecture concludes with the LogSoftMax function. The proposed architecture is
illustrated in Figure 4c.
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6% |
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— id:00524% |

Flattening
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a) Incoming data b) Convolution layer

Figure 4: General architecture of the training model: (a) input data, (b) convolutional
layers of each model, (c) improved fully connected linear layer

3 Results

Fight optimized models were trained using the previously described settings,
hyperparameters, and architecture. A maximum of 50 training epochs was set, but
early stopping was applied if accuracy did not change over a period of time. Consequently,
high accuracy was achieved between epochs 13 and 29. There was an average of 33 to 67
minutes spent on each model training process. Table 2 presents the training results for the
models. Model accuracy ranged from 91% to 99% according to the results. DenseNet-121 is
the model with the highest accuracy, while GoogleNet has the lowest accuracy.

This study achieved high performance with enhanced models. The DenseNet-121 model
achieved 99.2% accuracy, while the WideResNet-50 and Inception V3 models achieved 99.1%
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accuracy. This result can be compared with other studies focused on identifying cattle based
on the muzzle image [6,[15[23}24]. The improved model comparison Muzzle image cattle
identification was performed in [@] and our enhanced model demonstrated better performance.
Comparison results are shown in Table 2.

Table 2: Training results of the models and comparison with other studies

Training Time | Comparison with
No. | Model name Epochs | Accuracy (%) (minutes) other studies [6]
1 Alexnet 19 98.8 34 96.5
2 GoogleNet 20 97.9 39 59.4
3 DenseNet-121 20 99.2 67 93.0
4 WideResNet-50 15 99.1 38 89.6
5 MobileNet V2 16 98.6 34 -
6 MobileNet V3 Large | 18 98.5 33 95.9
7 ShuffieNet V2 29 91.2 51 1.2
8 Inception V3 19 99.1 41 81.7

4 Conclusion

The study established the usefulness of the pre-trained models regarding cattle identification.
Using a large dataset with pre-trained models not only improves model performance in terms
of accuracy but also cuts down training time massively. The process of identification was done
from muzzle images and eight previously known models were chosen as the subject of testing.
The Modifying changes done to the final output layer of the models resulted in the proposal
of an alternative structure. The new structure outperformed previous training standards for
models with DenseNet-121, WideResNet-50 and Inception V3 reporting accuracy rates of
about 99.2%, 99.1% and 99.1% respectively. These results support the effectiveness of the
new architecture. Even when there are differences in the types of cattle, the conditions of
data collection and the architectures of the different models, all the experiments reached an
accuracy rate of about 90% confirming the effectiveness of the proposed method.

References

[1] Nishanov A., Ruzibaev O., Chedjou J. et al., "Algorithm for the selection of informative symptoms in the classification
of medical data", In 14th International FLINS Conference (FLINS 2020), (2020): 647-658

[2] Nishanov A.Kh., Akbarova M.Kh., Tursunov A.T., Ollamberganov F.F., Rashidova D.E., "Clustering Algorithm Based
on Object Similarity", Journal of Mathematics, Mechanics and Computer Science, Vol. 123, No 3 (2024): 108-20.
https://doi.org/10.26577/IMMCS2024-v123-i3-4.

[3] Nishanov A.X., Ruzibaev O.B., Tran N.H., "Modification of decision rules “ball Apolonia” the problem of classification" ,
In 2016 International Conference on Information Science and Communications Technologies (ICISCT) IEEE, (2016):
1-3

[4] Nishanov A.Kh., Babadjanov E.S., Samandarov B.S., Toliev Kh.I., Gulmirzayeva G., "Mathematical Model of Mastitis
Detection Using Milk Data Obtained from Sensors", International Journal of Intelligent Systems and Applications in
Engineering, Vol. 12, No 4 (2024): 207-217.



F.M. Zaripov et al. 73

(5]

(6]

7]

(8]

[l

[10]

[11]

[12]

[13]

[14]

[15]

[16]

(17]

(18]

[19]

[20]

[21]

[22]

23]

[24]

Awad, Ali, Ismail,"From classical methods to animal biometrics: A review on cattle identification and tracking",
Computers and Electronics in Agriculture, Vol. 123, No 13 (2016): 423-435.

Li G., Erickson G.E., Xiong Y., "Individual Beef Cattle Identification Using Muzzle Images and Deep Learning
Techniques" , Animals : an open access journal from MDPI, Vol. 12, No 11 (2022)

Tharwat A., Gaber T., Hassanien A.E., "Two biometric approaches for cattle identification based on features and classifiers
fusion" , International Journal of Image Mining, Vol. 1, No 4 (2015): 342-365.

Samandarov B., Geldibayev B., "Development of a database of the livestock complex monitoring system using RFID
devices", AIP Conference Proceedings, Vol. 3147, No 1 (2024): 40003.

Kumar M., "Shi-Tomasi corner detector for cattle identification from muzzle print image pattern" , Ecological Informatics,
Vol. 68 (2022)

Lee T., Na Y., Kim B.G., et al., "Identification of Individual Hanwoo Cattle by Muzzle Pattern Images through Deep
Learning" , Animals : an open access journal from MDPI, Vol. 13, No 18 (2023)

Ahmed S., Gaber T., Tharwat A., et al., "Muzzle-Based Cattle Identification Using Speed up Robust Feature Approach" ,
In 2015 International Conference on Intelligent Networking and Collaborative Systems IEEE, (2015): 99-104

Kusakunniran W., Wiratsudakul A., Chuachan U., et al., "Automatic cattle identification based on fusion of texture
features extracted from muzzle images" , In 2018 IEEE International Conference on Industrial Technology (ICIT) IEEE,
(2018): 1484-1489

Mahmoud H.A., El Hadad H.M., Mousa F.A., et al., "Cattle classifications system using Fuzzy K- Nearest Neighbor
Classifier" , In 2015 International Conference on Informatics, Electronics & Vision (ICIEV) IEEE, (2015): 1-5

Sanjel A., Khanal B., Rivas P., et al., "Non-Invasive Muzzle Matching for Cattle Identification Using Deep Learning" , In
2023 Congress in Computer Science, Computer Engineering, & Applied Computing (CSCE) IEEE, (2023): 1998-2002

Shojaeipour A., Falzon G., Kwan P., et al., "Automated Muzzle Detection and Biometric Identification via Few-Shot
Deep Transfer Learning of Mixed Breed Cattle", Agronomy, Vol. 11, No 11 (2021): 2365.

Barry B., Gonzales-Barron U., Mcdonnell K., et al., "Using Muzzle Pattern Recognition as a Biometric Approach for
Cattle Identification" , Transactions of the ASABE, Vol. 50 (2007): 1073-1080.

Noviyanto A., Arymurthy A. M., "Beef cattle identification based on muzzle pattern using a matching refinement technique
in the SIFT method", Computers and Electronics in Agriculture, Vol. 99, No 1-6 (2013): 77-84.

Xiong Y., Li G., Erickson G., "Beef Cattle Muzzle/Noseprint database for individual identification", Zenodo, (2022).
https://doi.org/10.5281/zenodo.6324361.

Deng J., Dong W., Socher R. et al., "ImageNet: A large-scale hierarchical image database", In 2009 IEEE Conference
on Computer Vision and Pattern Recognition IEEE, (2009): 248-255

Trong Huy Phan, Kazuma Yamamoto, "Resolving Class Imbalance in Object Detection with Weighted Cross Entropy
Losses" , ArXiv, abs/2006.01413 (2020)

Li G., Huang Y., Chen Z. et al., "Practices and Applications of Convolutional Neural Network-Based Computer Vision
Systems in Animal Farming: A Review", Sensors, Vol. 21, No 4 (2021): 1492

Koo K.-M., Cha E.-Y., "Image recognition performance enhancements using image normalization", Human-centric
Computing and Information Sciences, Vol. 7, No 1 (2017): 224.

Bello R.-W., Talib A. Zh, Mohamed A. SAB., "Deep Belief Network Approach for Recognition of Cow using Cow Nose
Image Pattern", Walailak Journal of Science and Technology (WJST), Vol. 18, No 5 (2021): 8984

Kumar S., Pandey A., Sai Ram Satwik K. et al., "Deep learning framework for recognition of cattle using muzzle point

image pattern", Measurement, Vol. 116, No 7 (2018): 1-17.



74 Improved deep learning model for cattle identification. ..

Asmopaap mypanv, MIAIMEM:

3apunos Dasviiber Maxcemosuy (koppecnondenm asmop) — Myzammed oa-Xopesmu amoir-
daev, Tawxenm axnapammolk METHOAORUAAAD YHUBEPCUMeMIHit, 2Kytenix owcone Koadanba-
av bazdapaamanay kapedpacoinviry doxmoparmu (Tawwkenm, O3bexcman, 2aekmpondvk nowma:
fazilbek. zaripov@gmail.com);

Huwanose Axpam Xacanosuw — mernukxa evtavmiIapuinvly, dokmops,, Myzammed on-
Xopesmu  amuvindazer  Tawkenm axnapammolk, MeTHOAOLUAAGD YHUBEPCUMEMIHIH, bazdapiama-
ALK unotcenepus  daxyavmeminit, npogeccopor (Tawrkenm, Osbexcman, 2AeKMPOHIBLE NOWMA:
nishanov_ akram@mail.ru);

Axbaparues Baxmuéporcon Bakuposur — mMeTHUKG 2blablmMOapbiHbly, Jokmopu, OHIocan
MOMAEKEMMIK — yrusepcumeminiy, douewmi (Ondiotcan, Osbexcman, IAeKMPOHIbEK,  NOWMA:
b.akbaraliev@gmail.com);

Babasrcaros Damypod Camumbaesuyn, — PhD doxmopo, Myxammed aa-Xopesmu amvindazor Tawu-
KEHM, GKNAPAMIMBLIE METHOAOUAAGD YHUBEPCUMEMIHIY, 2Ky tieik ocone Kordanbanvs 6a20apiaManraYy
kagedpacoinviry, dokmoparmot (Tawxenm, O36excman, saexmpondok nowma: elmurbes@gmail.com);

Teadubaes Bezeny Eeendypouesuy — Myzammed aa-Xopeamu amvirdazve Tawkenm axnapammok
METHON02UANAD YHUBEPCUMEeMIHIH, 2Ky tlenix orcone Koadanbaav, 0a20apramaray KapedpacviHvik
dokmoparmos (Tawrenm, Ozbexcman, saexmpondok nowma: geldibayevbega@gmail.com).

Cesedernusn 06 asmopax:

3apunos Pasunrbex Mazxcemosuy (koppecnondenm-aemop) — dokmopanm KaPedpv, cucmemmozo
U NPUKAGIHO20 NPOLPAMMUPOSAHUA TAWKEHMCK020 YHUBEPCUMEMA UHPBOPMAUUOHHBIL METHOA02UL
umenu anv-Xopesmu (Tawrenm, Ysbexucman, arexmponnas nowma: fazilbek.zaripov@gmail.com);

Huwaros Axpam Xacarosuw — doxkmop nayk, npopeccop darysomema npozpammmot UHHCEHEPUL
Tawxenmerozo yHusepcumema UHGOPMAUUOHHLLIT mexrHoro2uli umeny Myzammada arv-Xopeamu
(Tawrenm, Ysbexucman, ssexmponnas nowma: nishanov_ akram@mail.ru);

Axbaparues Barmuépocon Baxuposuw — doxmop nayk, douenm Andusicanckozo 2ocydapcmeet-
Hoz0 yrusepcumema (Anduscan, Ysbexucman, ssexmponnas nowma: b.akbaraliev@gmail.com);

Babasicaros Samypod Camumbaesuy — PhD, doxmopanm xagpedpvl cucmemmozo v npurxiadno-
20 npozpammuposarus Tawkenmcerozo yrusepcumema uHGOPMAUUOHHBLT METHOA02UT UMEHY QA=
Xopesmu (Tawxenm, Ysbexucman, saexmponnas nowma: elmurbes@gmail.com);

TI'endubaes Bezeny Fzendypduesuy, — dokmoparm kadedpovl cucmemnozo u npuriadHo20 npo2pam-
muposarus Tawxenmcerozo yrHusepcumema UHGOPMAUUOHHDBIL METHOA0RUT UMEHU aAb-XOPESMU
(Tawxenm, Ysbexucman, ssexmponnas nowma: geldibayevbega@gmail.com,).

Information about authors:

Zaripov Fazilbek Makhsetovich (corresponding author) — PhD student at the Department of
System and Applied Programming, Tashkent University of Information Technologies named after
al-Khwarizmi (Tashkent, Uzbekistan, e-mail: fazilbek.zaripov@gmail.com);

Nishanov Akhram Khasanovich — DSc, Professor at the Faculty of Software Engineering,
Tashkent University of Information Technologies named after Muhammad Al-Khwarizmi (Tashkent,
Uzbekistan, e-mail: nishanov_akram@mail.ru);

Akbaraliev Bakhtiyorjon Bakirovich — DSc, Associate professor at the Andijan State University
(Andijan, Uzbekistan, e-mail: b.akbaraliev@gmail.com);



F.M. Zaripov et al. 75

Babadjanov Elmurod Satimbaevich — PhD, doctoral student at the Department of System and

applied programming, Tashkent University of Information Technologies named after al-Khwarizmsi
(Tashkent, Uzbekistan, e-mail: elmurbes@gmail.com);

Geldibayev Begench Yegendurdiyevich — PhD student at the Department of System and applied

programming, Tashkent University of Information Technologies named after al-Khwarizmi (Tashkent,
Uzbekistan, e-mail: geldibayevbega@gmail.com).

Received: February 11, 2025
Accepted: March 4, 2025



ISSN 1563-0277, eISSN 2617-4871 JMMCS. Ne1(125). 2025 https://bm.kaznu kz

IRSTT 27.41.23 DOL: https://doi.org/10.26577/IMMCS2025125104

A.Kh. Nishanov!", A.T. Tursunov?> —, F.F. Ollamberganov'
D.E. Rashidova!

!Tashkent university of information technologies named after Muhammad al-Khwarizmi, Tashkent,
Uzbekistan
2Tashkent pharmaceutical institute, Tashkent, Uzbekistan
*e-mail: nishanov akram@mail.ru

ALGORITHM FOR CLUSTERING DIFFERENT TYPES OF DRUGS
AFFECTING BLOOD PRESSURE

This article presents the development of an algorithm and software for grouping different types
of drugs that affect blood pressure in humans. The results are experimentally tested on a cross-
section of more than 1,100 drugs that affect human blood pressure. Using the proposed algorithm,
the training sample is formed and the problem of clustering is solved. The training set consists
of ten classes. Selection symbols are given in different types, they consist of nominal and value
symbols. In the article, each object is examined, and the importance of the object in the sample
is assessed using a criterion. This criterion contributes to the formation of the studied class of
the object. The developed algorithm works taking into account both types of features. If the
similarity of the object under study with any class is high, this object is transferred to this class.
This process is performed sequentially several times for all objects of the class. The process stops
when the position of objects remains unchanged and the degree of similarity exceeds the required
percentage. The accuracy of data set classification by object classes was experimentally verified
using an algorithm and software package based on neural networks.

Key words: Drugs, pattern recognition, symbols, clustering issue, algorithm and software.
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KaH KpICBIMBIHA 9Cep eTeTiH AppijiepiH TypJii TypJiepiH KJjacTepJiey ajJropurmi

MaxkaJtata agamMIapabiH, KaH KbICBIMBIHA DCEP €TETIH JIPPIAepaiH, OpTYPJIi TYPJIEPIH TONTACTHIPYTa
apHaJIFaH aJTOPUTM MeH OarmapsaMaJiblK MaKeTTi ykacay 3eprreseni. HoTmkenep agaMHBIH KaH
KbIChIMBIHA 9cep ereTiH 1100-71eH actam A9pi-TopPMEKTIH KOJIJeHeH, KHMAaChIH/Ia SKCIIEPUMEHTAJIIbI
TYpAe Tekcepiai. ¥ChIHBLIFAH aJTOPUTM IMaiflajaHa OTBIPBII, KJIACTepJey MOCEesIeci IMIeNi,
OKBITY VJITICI KAJIBIITACTHIPBLIILI. bBijiM Gepy ipikTey OH CBIHBIITAH Typajbl. Tanmay Gesrigepi
OpTYpJI Typae Oepiieni, oap HOMUHAJILI »KoHEe MOHIIK Oesriepaen Typaabl. Maxamamga opoip
00BEKT 3epTTelIil, ipikTemeeri 00 bEeKTIHIH MAHBI3IBLIBIFBl KPUTEPHl apKbLIbI Oaragana pl. by
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! TamxkenTcknit ynusepcuTer nHMOPMAIMOHHBIX TeXHOJIOTHI nMern Myxammasia aib-Xopesmu, Tamkent,

V3b6ekucran
2T; it i T Y36
AITKEHTCKU PapMAIeBTHICCKAN HHCTUTYT, TamkenT, Y30eKncTan
*e-mail: nishanov__akram@mail.ru
AJIropuTM KJIACTEPU3AIAN PA3JIMYHBIX BHUJIOB MPENAPATOB, BIIMUSIONNX HA apTepuaibHOe

JaBJIeHUE

B cratpe mcciemyercst pa3paboTka ajgropuTMa M IPOTPAMMHOTO KOMILIEKCA IS T'PYIIIUPOBKH
JIEKAPCTBEHHBIX CPEJICTB, BHIPAKEHHBIX B PA3JIMYHBIX TUIAX, BIUSIONNX HA KPOBSHOE JIABJICHHE
JesioBeKa. Pe3ybrars ObLIH arpobupoBanbl Ha 60s1ee dem 1100 mpenaparax, BAUSIONINX Ha KPOBSI-
Hoe naBienne deoBeka. C IMOMOIIBIO PE/IOKEHHOTO aJrOPUTMa PeIlieHa 3a/[atda KJIacTepu3aliun
u chopMupoBaHa HAOOPHI JaHHBIX. Haboph!l TaHHBIX COCTOUT M3 JIECATU KJACCOB. lIpu3Haku BbI-
OOpKHU OBLITN IPEJCTABICHBI PA3INIHBIMU TUIIAMEA, COCTOSIIUMA U3 HOMUHAJIBHBIX U CTOUMOCTHBIX
IPU3HAKOB. B cTarbe mccaeayercsa KaxKablii 00beKT, U BaKHOCTh 00bEKTa B BHIOOPKE OIEHUBACT-
¢Sl C TIOMOIIBIO KPUTEPHSL. DTOT KPUTEPHil CHOCOOCTBYET (DOPMUPOBAHUIO HCCIIEyEMOTO KJIACCa,
obbekTa. PazpaboranHblil ajaropurM paboTaer ¢ y4eroM 000MX TUIIOB IPU3HAKOB. FKcim cxomcTBo
HCCIIEyeMOro 00bEKTa ¢ KAKIM-JINOO0 KJIACCOM BBICOKOE, 3TOT O0BEKT IIEPEBOJUTCS B ITOT KJIACC.
DTOT IPOIECC BBIOJIHSIETCS MOCIEI0BATEIBHO HECKOJIBKO Pa3 s BceX 00beKTOB Kitacca. [Iporecc
OCTaHABJIMBAETCs, KOIJA IOJIO2KEHNE OOBEKTOB OCTACTCH HEM3MEHHBIM U CTEIEeHb CXOJCTBA IIpe-
BBIMIaeT TpeOyeMbIil mporenT. [[paBuIbHOCTD ONpeeeHus KIaccaMu 00bEeKTOB HAOOPHI JTAHHBIX
ObLJIa YKCIEPUMEHTAJILHO IIPOBEPEHA € MCIIOJIB30BAHNEM aJrOPUTMa U IIPOTPAMMHOIO KOMILIEKCA,

OCHOBaHHOI'O Ha HeﬁpOHHbIX CeTAX.
Kirouesnie cioBa: ﬂeKapCTBeHHbIe IIpernapaTrbl, paCllO3HaBaHUE 06pa30B, CHUMBOJIbBI, HpO6JIeMa

KJIACTEPU3AIINN, aJTOPUTM U IIPOrPaAMMHOE ODecIedeHue.

1 Introduction

Clustering different types of antihypertensive drugs involves classifying them based on
similarities in their mechanisms of action, chemical structures, or therapeutic effects. This
task is critical for medical professionals to optimize treatment plans, improve patient
understanding, and facilitate research. The necessary technologies and their analysis in the
construction of algorithms and software for clustering drugs affecting blood pressure can be
found in [1-6]. Research works [12-19] serve as the main sources of data clustering methods,
algorithms and software used in medicine.

Medicines are divided into groups based on how they affect blood pressure.

Angiotensin-converting enzyme inhibitors (Inhibitory angiotensin converting
enzyme (IACE)). Angiotensin-converting enzyme inhibitors (IACE) are a class of drugs used
primarily to treat high blood pressure (hypertension), treat heart failure, prevent stroke, and
protect the kidneys in people with diabetes [7].

Angiotensin-II receptor blockers (BRA). Angiotensin-II receptor blockers (ARB)
are a class of drugs used to treat high blood pressure (hypertension), heart failure, diabetic
nephropathy, and certain other conditions. They work by blocking the effects of angiotensin-
II, a hormone that causes blood vessels to constrict and increase blood pressure. By blocking
these receptors, ARB help relax blood vessels, thereby lowering blood pressure and reducing
the workload on the heart.

Beta-blockers (BB). (B-adrenoblocker, BB). Beta-blockers (BB) are a class of
drugs used primarily to treat arrhythmias, prevent recurrent myocardial infarction, treat
hypertension, heart failure, certain types of tremors, migraines, and glaucoma. These drugs
can be used to treat high blood pressure, certain types of heart arrhythmias, and migraines.
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Calcium channel blockers (CCB). Calcium channel blockers (CCBs) are a class of
drugs used to treat a variety of cardiovascular conditions, including hypertension (high blood
pressure), angina (chest pain due to reduced blood flow to the heart muscle), and some forms
of arrhythmia [9].

Diuretics: Diuretics are drugs that help to remove more fluids from the body. They work
by affecting the work of the kidneys, resulting in increased urine production and excretion.
Diuretics are used to treat various diseases, including heart failure, high blood pressure,
swelling (edema), and others. Diuretics help control the amount of fluid in the body and can
reduce swelling and pressure in the blood vessels [8-9].

Peripheral vasodilators. Peripheral vasodilators are a group of drugs that widen
peripheral blood vessels, reduce the resistance of the vessel walls, and thereby lower blood
pressure.

Peripheral vasodilators are used in combination with other medications to better control
blood pressure and overall cardiovascular health. They can cause side effects such as dizziness,
swelling, facial flushing, headache, and reflex tachycardia, so their use should be under strict
medical supervision.

Selective sinus node If-channel inhibitors. Selective sinus node If-channel inhibitors
are a group of drugs often used to control sinus rhythm. If channels, also called "phase
inhibitors play an important role in the control of electrical impulses in cardiac myocytes.
These channels are more common in myocytes in the sinus node, and by inhibiting them,
sinus rhythm can be slowed, which reduces cardiac output and may be useful in controlling
arrhythmias.

If-channel inhibitors can be used to ease the heart’s workload in certain heart conditions,
including high blood pressure, heart failure, and atrial fibrillation. One of the famous
representatives of these drugs is ivabradine. Ivabradine targets only the If channels, which
makes it safe and effective for heart rhythm control because it does not affect other cardiac
channels and therefore has few side effects.

If-channel inhibitors work primarily by slowing sinus rhythm and reducing the pressure
the heart exerts on the circulatory system. One of the advantages of these drugs is their ability
to lower the heart rate, which is especially useful for patients with respiratory problems.

Medicines that improve myocardial metabolism. Medicines used to improve the
metabolism of the myocardium are often used to improve the blood circulation of the
heart and increase the performance of the heart muscle. Such drugs are mainly prescribed
for cardiovascular diseases, such as ischemic heart disease, angina pectoris and myocardial
infarction.

Antiplatelet agents. Antiplatelet agents are a group of drugs used to prevent or reduce
the clumping of blood platelets. They are mainly used in the prevention and treatment
of thrombosis, myocardial infarction, stroke and other vascular diseases. Antiplatelet drugs
inhibit the activity of blood platelets and prevent excessive blood clotting and the formation
of blood clots [10-11].

2 Clustering of given objects using symbols of different types

Let’s assume that in the space of N-dimensional nominal and value symbols, given drugs of
various types x; € X, i = 1, M, i.e., objects. So, z; = (x}, 22, ..., zV), i = 1, M, drug is

79 79 7
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given in the space of N-dimensional nominal and value characters. And all of them are X
collection objects. We call it the common sample objects, and the set to which they belong
is denoted by X.

Task. It is required to form educational selections on the basis of the given
general selection. That is, it is required to form classes expressed in the following form
Tpty Tp2, - -5 Lpm, €Xp, p=1,r. Where z,,; is read as the i- object of class X, in the N-
dimensional nominal and valued symbol space, and it is written in the following form in

the N-dimensional nominal and valued symbol space z,= (z};, 2 a) , i=1,m,, viewed

1) i Ul
in the space of N-dimensional nominal and value symbols,pX :pU;;Zl pr consisting of m,,
objects Ty, ..., xp, ) in class X, . In [7-14], this issue is referred to as the object clustering
issue.

Let’s introduce the following dimensions and designations

Let the quantity indicating the similarity of objects in the space of nominal symbols be

determined by p/(z,; x,) and calculated by (I]), i.e.
} 1, if (x;fn —al.)=0;
Ppi (Tpis Tpg) = (1)
0, otherwise

Let the quantity indicating the similarity of objects in the space of numerical symbols be
determined by p(z,; z,,) and calculated by (2)), i.e.

‘ 1, if ]a:fn —a) | <&
Pin‘ (Tpis Tpg) = (2)
0, otherwise

where p = 1,r; i # q¢ = 1,m,;j = 1,N; The expressed quantities and are
the parameters of the vector, which is expressed in the following form pp; (p 2p,) =
(plln (ZpiTpg) » Pos (TpiTpg) s - - 5 Pov (TpiTpg)). So, if the considered j-symbol is nominal, the
j-symbol of the vector pp; (x; x,,) is calculated using , otherwise, that is, if the symbol is
numerical, then this symbol of the vector is calculated by . In this case, the &’- threshold
values corresponding to the j-character are performed by the following formula for each
character of the class objects:

M-1
gl = ‘x]- —
M—1 pi TP

i=1

where j =1, Njp=1,rpn=1, M — 1;.
We present the following steps for solving the above-mentioned clustering problem:

1. Drug data is preprocessed into z; = (z}, 22, ..., V) € X, i = 1,M In this

79 7 4
case, missing data are filled in, anomalous data are replaced by the mean value, and
quantitative signs are normalized. Standardization is carried out for all quantitative

signs based on the following formula:

J ; J

; x] — min; 7 , _

x] = — ——.i=1,M; j=1,N;
max; ] — min;
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2. Then, drugs x; € X, i = 1, M, objects are arbitrarily divided into r classes. That
is,arbitrary are divided into 1, Zp2, ..., Tpm €Xp, p=17 classes;

3. Based on the equations and (2) given above, all p = 1,r; i # ¢
1,my;j = 1,N for all parameters of the vectorp,; (xp Tpe). That is pp; (TpiTpy) =

(p;n. (@i Tpg) ,p?m- (TpiTpq) 5 - - - ,pé\lf- (@i xpq) vector symbols are calculated forp = 1,r; 7 #

q=1,mp;j=1N;
4. The position of the i- object in the optional p-class in the remaining set of m,—1 objects
of this class is evaluated as follows:

mp—1 N

Z ij (xpi,qu) ) pzl_,r ;izlamp;i%q

g=1 j=1

1

:mp—l

Lpi (xpi,Xp)

5. The general grade of the arbitrary p-class is calculated based on the criterion
I, (X,) = ming”l [y (2. X,), p=1,r. The degree of similarity of their objects is
evaluated as follows

X,) *100%
N

r _
VP (Xp> == p( ) pzlar‘

6. Also, the 7 -object in an arbitrary p—class is evaluated by other X,, ¢g=1,r — 1 class
objects: Ty (21, Xq) =5 o4y ;\/:1 0 (Tpi ) , p=1,r ;i=1,m,;i#q. And the i-object
in the p-class is transferred to the class which is highly valued by the objects of the
class. If the highest marks are tied, they are kept in their own class. If the upper values
are equal in two classes other than in the p-class, then this object is moved to the
smaller q index.

7. Usually, the degree of similarity of objects in the formed classes is required to be

vy (Xp) >0>55%.

8. These calculations are performed for all objects x,; p=1,r ;i=1,m,; and the resulting
NEW Tp1, Tpa, - - -, Lpm, €Xp, p=1,r classes gives a true clustered training sample.

Based on these clustering steps, 1116 different types of blood pressure drugs were clustered
using the algorithm and software. One nominal character and nine quantitative characters
were studied. They are given in the table below:
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Table 1
Information about drugs that affect blood pressure (antihypertensive)
™~ Technological
Ne o0 < . 1
= o — = = indicators
- 2 ¥ = 2 = g of prepared
) s - Q o ) oL
< w o 8 = = < compositions
3 - ERR - 5| & g
) — = -+ o=
- 252 |S S |8 |2 |Eglpilax |2
5 ERIE S 12 |2 |E¥s¥ 2y %
= 2| @ g o = < & .~ 3 .= 3,
< S BE|= 5 |2 |2 |EP|gEl2T |2
= o = 15 |7 |&2|@EEE | ¢
M 2 S| = )
1 x 0,10 | 96 | yellow 10 64 3,50 | 4,51 | 20,72 90 7,41
Tg 0,10 | 85 | white 20 78 | 4,20 | 7,85 | 14,36| 75 8,56
3 T3 0,50 | 88 pale 25 20 |4 3,87 | 25,48] 95 5,69
yellow
4 T4 0,03 | 89 | white 50 72 0,20 | 16,87| 15,64| 75 7,96
5 x5 0,20 | 91 white 15 60 3,20 | 19,20] 25,63| 85 5,98
6 Tg 0,50 | 93 | white 25 57 13,90 | 4,89 | 48,65 89 6,85
7 7 0,20 | 85 | white 10 105 | 4,24 | 3,56 | 13,56| 74 6,47
8 xg 16 95 | yellow 50 29 | 4,80 | 7,86 | 14,65 96 4,12
1111 | 2111 04 |75 pink 30 96 3,5 | 6,52 | 12,69 85 7,89
1112 | 21112 0,2 |78 gray 20 97 | 3,6 | 10,42 12,25 80 8,54
1113 | z1113 0,5 | 76 | white 25 86 | 4,01 | 7,41 | 13,25| 78 9,65
1114 | 71100 0,25 | 74 | gray 14 |93 |45 |341 10,26/ 60 12,48
1115 | x1115 0,5 | 72 | white 28 94 | 3,6 |4,85|1248| 85 9,85
1116 | x1116 0,25 | 76 | white 30 85 3,9 | 4,63 | 7,96 | 86 8,69

The following table provides information about the digitization of the nominal values of
drugs, that is, their colors:

Table 2

brown

blue

gray

red

black

white

fire color

pale red

pale pink

O| O | O T b= W[ DO —

pale yellow

—_
S

pink

—_
—_

yellow

—_
[\]
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3 Algorithm for clustering given objects in different types of character space

The algorithm for finding a solution to the problem described in the article is presented
below. The algorithm consists of six clauses, and it is appropriate to apply the problem of
symbol determination only to objects of a class taken separately.

First step. Drug data is preprocessed into z; = (z}, 22, ..., 2¥) € X, i =1,M. In
this case, missing data are filled in, anomalous data are replaced by the mean value, and
quantitative indicators are normalized.

Second step. Subjects of educational selection are included in the database. The initial
database is formed on the intersection of all X, p=1,r class;

Third step. The magnitude (|1 indicating the similarity of objects in the space of nominal
symbols and the magnitude indicating the similarity of objects in the space of numerical
symbols, which are used to determine the contribution of objects of class X, to the formation
of their class, are calculated based on the formula;

Fourth step. The position of the i- object of the arbitrary p-class in the selection marks
in the set of m,—1 objects of the same class is calculated based on the formula in step 3 of
solving the above-mentioned clustering problem:;

Fifth step. The evaluation of the i- object in the optional p-class by other
X4, g=1,7 — 1 class objects in the selection marks is calculated based on the formula in
the step 4 of solving the above-mentioned clustering problem;

Sixth step. In selection symbols, the i- object of the arbitrary p-class is transferred to
the class which is highly evaluated by the objects of the class. If the highest marks are tied,
they are kept in their own class. If the upper values are equal in two classes other than the
p-class, then this object is shifted to the smaller ¢ index.

Based on the proposed theoretical research, algorithm, we will solve the problem described
above. Cross-clustering of blood pressure (antihypertensive) drugs is reflected in the following
table.
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Table 3
Information about drugs that affect blood pressure (antihypertensive)
Technological

Ng bo . .

= o o 5 = indicators

3 gs éo X 2 Z iz of prepared

D) s =) Q S % o .

= w 2| .2 _g £ o compositions

= ° Y 2. g o ® gl = - o | g o

: FE £ |0 5 |8S|E |25 2wl S |5

3 S 2| = = = S EIg X E D | S A

& g -g o S 3 e —g | 8 sl 9 2 e =

2 SRCER= 3 2 gz g | %ﬁi =0 % o

= A P M A =2 Aglss | g

N S| = a

1 1 0,10 | 96 12 10 64 3,50 | 4,51 | 20,72| 90 741 |1
2 To 0,10 | 85 6 20 78 4,20 | 7,85 | 14,36| 75 8,56 |1
3 T3 0,50 | 88 10 25 20 4 3,87 | 25,48| 95 5,69 | 7
4 Ty 0,03 | 89 6 50 72 0,20 | 16,87 15,64| 75 7,96 | 10
5 T 0,20 | 91 6 15 60 3,20 | 19,20| 25,63| 85 5,98 | 10
6 T 0,50 | 93 6 25 57 3,90 | 4,89 | 48,65 89 6,85 | 10
7 T 0,20 | 85 6 10 105 | 4,24 | 3,56 | 13,56 74 6,47 | 1
8 s 16 95 12 50 29 4,80 | 7,86 | 14,65| 96 4,12 | 10
1111 | 21111 0,4 | 75 11 30 96 3,5 |6,52 | 12,69| 85 7,89 | 10
1112 | z1112 0,2 |78 3 20 97 3,6 | 10,42 12,25| 80 8,54 | 10
1113 | 21113 0,5 | 76 6 25 86 4,01 | 7,41 | 13,25| 78 9,65 | 10
1114 | 21114 0,25 | 74 3 14 93 4,5 | 3,41 | 10,26/ 60 12,48| 10
1115 | 21115 0,5 | 72 6 28 94 3,6 | 4,85 | 12,48] 85 9,85 | 10
1116 | 21116 0,25 | 76 6 30 &5 3,9 | 4,63 | 7,96 | 86 8,69 | 10
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4 A neural network-based clustering algorithm using linear regression

On the result obtained by the clustering algorithm, an experimental test was conducted
on the belonging of the object to the class using a neural network. The neural network is
constructed as follows:

softmax preliminary

bias
class

i

7
Zf;: 1 e

Figure 1: An exemplary structure of a neural network

A neural network based on linear regression was built for this problem.
ﬁ
2=WZ+ b

where W is a weight matrix initially filled with a set of random numbers, b is a bias
vector initially filled with a set of random numbers. z is the training sample in the data
set.

Activation functions are presented as follows:

j=0(7?)

where ¢ is the prediction value from the neural network. The activation functions ReLLU
and Softmax were used in this network.
Back-propagation and gradient descent were used to reduce errors in calculations:

L==Y (y—logj)+ (1 —y)(logl — )

oL
W' = W — aat
“ow

Where W’- this is a weighting matrix that brings the prediction closer to the true value
at each step.

Based on the data and parameters, neural network training was carried out using the
gradient descent method. The algorithm of this neural network is as follows:

First step. Import the necessary libraries and define the main parameters of the neural
network.
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Second step. Selection of activation functions and error elimination functions (sparse
cross-entropy).

Third step. Downloading data from a file and preparing it for training and experiments.

Fourth step. Initialize neural network weights and offsets with random values.

Fifth step. Neural network training using stochastic gradient descent (SGT) and mini-
batch (mini-batch) on a specific epoch (NUM _EPOCHS).

Sixth step. Class prediction for test data using a trained network.

Seventh step. Calculation of accuracy of predictions based on test data.

Eighth step. Display and visualize the accuracy of predictions on the screen.

A block diagram of this algorithm is fully described in Figure 2:

i start }
L - 3
| Reading the educational mixing ready-made selections for == 5‘:'":":"‘-“'“‘"[1:2]
selection teaching np _sun | sparce cross oot ropy
1 o _baxchiz. ¥}
W oweight and b bias vectors “< i im ramge(m/S/Batch_sizc}
are randomly selected _L
_l The set x,v from the training — —T‘{‘I' —l=z=y 1+ —yKlEl—y 3
sample is taken from i*Batch size L s = s
| LI I ‘ to i*Batch size + Batch size
k- i ¥ Sl
oy o] E——
' 1 = = W1 + bl e —
Sy B =T e

%_ l || oo I| ]
Alpha-a aaaz _L lass_arr .append (E)

[ Epochs-1oae
Batch_sire=1a 2 = hl @ W2 + b2 | I

ep din Epochs
1
W oweight and b bias vectors i m e el S
that bring the prediction :,; prodiceix) - : The end
¥_ipr = mp.argmame (z)
closer to the true value I

Figure 2: Block diagram of a neural network algorithm

The experimental results of the constructed neural network predicted the class of the new
object with 81 - 87% accuracy.

5 A clustering model built on the KNIME platform

In addition, experiments were conducted in the KNIME environment, which is intended for
building neural networks in the form of a scratch-block. A neural network model in the
KNIME environment is shown in figure 3.

Excel Reader Number to String SMOTE Missing Value Normalizer Partitioning K Nearest Neighbor Scorer
> > >

By »>as5» >l » ? pit”,m” ¥ » B
0 o . oo, > >

Joe slel ) sle] ) Joe ol | Yol ) oRe sle] |

Figure 3: K-nearest neighbors model in KNIME
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The functions of each scratch block in this model are as follows:

7.

8.

. Number to String - convert numeric data to string data.

. Excel Reader - reading and downloading data from an Excel file.

SMOTE - reproduce data of many different types using the following methods:
"Synthetic Minority Over-sampling Technique".

. Missing Value - filling in or removing missing data.
. Normalizer - normalizing data using specific methods.

. Partitioning - splitting data into test and training samples.

K Nearest Neighbor - data classification or regression with KNN algorithm.

Scorer - print summary results of model accuracy metric evaluations.

Through this model, 90% of the training sample was allocated to training and 10% to
testing, and the level of clustering as a result of the model was estimated in the range of
88-94%.

The fourth table below presents a comparative analysis of the three studied algorithms.

Table 4
Class Recognition Recognition accuracy | Algorithm accuracy of
accuracy by | by model generated in | classification of given
neural network KNIME objects in different
types of character
space
1 82.62 94.23 95.52
2 81.4 93.48 90.18
3 84.8 88.03 97.36
4 86.23 90.26 88.07
5 82.02 94.11 95.19
6 83.79 91.48 90.27
7 81.83 93.49 94.13
8 85.61 88.43 93.47
9 87.32 94.13 94.06
10 82.55 90.88 96.47

According to the analysis, an experiment-test was conducted based on the classification
of the given objects in the space of various types of symbols. Therefore, it was noteworthy
that the sample was divided into clusters based on the proposed algorithm.

The first column of the Table 4 lists the names of 10 classes formed on the basis of
clustering. The second column shows the accuracy of recognition by the neural network
model, the third column shows the accuracy of recognition by the model created in KNIME,
and the fourth column shows the accuracy of the object classification algorithm in different
types of character space.
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6 Conclusion

In conclusion, the article proposes a new approach to solving the problem of clustering
through the character space of the objects of the sample class and an algorithm based on
neural networks to correctly find the classes of the objects of the training sample.

In classification, clustering, pattern recognition and intelligent data analysis, reducing the
set of symbols in pre-processing and solving the problems proposed based on them is a very
important research.

An algorithm and software complex developed to clusterize drugs affecting human blood
pressure has been researched. The results of the study covered more than 1,100 drugs. The
tests confirmed the effectiveness of the algorithm and the ability to help.

The proposed algorithm works in solving the problem of clustering, taking into account
nominal and value symbols. The selection consists of ten classes, and the information of each
class is organized from nominal and value symbols. As a result of using the algorithm, a
software package based on neural networks and providing the correct identification of classes
was developed.

The proposed algorithm and software complex achieved high results in the clustering
of drugs that affect human blood pressure, ensuring their accurate and effective grading.
Techniques based on neural nets provide an opportunity to work with both nominal and
value characters in mind, and this in turn increases the accuracy and efficiency of clustering.
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